
ically, we showed that blood vessel endothelium
induces endocrine pancreatic differentiation.
Taken together with previous embryological
work (14, 16), these data indicate that prepan-
creatic endoderm is patterned in a stepwise man-
ner, beginning with signals from the mesoderm/
ectoderm at 7.5 dpc (14), followed by signals
from the notochord during the next day (16).
The blood vessel endothelium then provides the
prepatterned endoderm with additional signals
that induce differentiation of insulin-expressing
cells. The fact that early endoderm, including
the prepancreatic region, expresses VEGF (4)
could explain how the vessels are attracted to
the growing pancreas and islets. In a broader
context, our data suggest that the close physio-
logical relationship between blood vessels and
islets in the pancreas depends on inductive in-
teractions that begin at the earliest stages of
development. This type of mutual signaling be-
tween tissues and blood vessels during develop-
ment may be a general mechanism used in
vertebrate organogenesis.
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Charge Migration in DNA:
Ion-Gated Transport
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Electron hole (radical cation) migration in DNA, where the quantum transport
of an injected charge is gated in a correlated manner by the thermal motions
of the hydrated counterions, is described here. Classical molecular dynamics
simulations in conjunction with large-scale first-principles electronic structure
calculations reveal that different counterion configurations lead to formation
of states characterized by varying spatial distributions and degrees of charge
localization. Stochastic dynamic fluctuations between such ionic configurations
can induce correlated changes in the spatial distribution of the hole, with
concomitant transport along the DNA double helix. Comparative ultraviolet
light–induced cleavage experiments on native B DNA oligomers and on ones
modified to contain counterion (Na1)-starved bridges between damage-sus-
ceptible hole-trapping sites called GG steps show in the latter a reduction in
damage at the distal step. This reduction indicates a reduced mobility of the
hole across the modified bridge as predicted theoretically.

Recent experiments have established that
hole (radical cation) transport occurs in DNA
to distant sites (1–4), and these results have

led to speculation that trapping sites evolved
to protect genomic DNA from oxidative re-
actions (5). Long-range charge transport in

DNA is being assessed for application to
nanoelectronic technologies (6), and inten-
sive research has been aimed at elucidation of
the energetics and dynamics of charge migra-
tion in DNA (7) both in vivo, (8, 9) and in
solution (1–4, 10).

Exploration of charge transport in DNA
has focused on studies of synthetic oligomers
labeled with redox probes that are initiated by
photochemical or electrochemical techniques
and assessed by spectroscopic or chemical
methods (1–4, 11). These efforts were de-
signed to elucidate the factors that control the
elementary steps of charge injection, trans-
port, and trapping to test their dependencies
on base-sequence, in particular, and to test
theoretical models centered on phenomeno-
logical kinetic schemes (12–14). Transport
models include (i) A coherent single-step tun-
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neling process between states localized on
initial and final sites, yielding an exponential
fall off of the tunneling probability with dis-
tance. (ii) An incoherent random-walk multi-
step hopping process (12) between initial and
final sites, where hops between sequential G
bases along the path (acting as hole “resting-
sites”) are mediated by superexchange in-
volving coupling of states on the G bases
with virtual states of the intervening (A/T)
sequences (“bridges”). This multistep hop-
ping leads to a weaker fall off of the tunnel-
ing probability with distance between the ini-
tial and final sites and an algebraic decrease
with the number of bridges (15–17). And
(iii), a long-range polaron-like hopping pro-
cess (18) in which local energy-lowering dy-
namic structural distortions lead to the forma-
tion of a “distortion-dressed” self-trapped
state with a finite spatial extent. In this pro-
cess, superexchange is not invoked and long-
range charge transport occurs through a se-
quence of thermal hopping events that trans-
fer the polaron from one location to another
through true charged chemical intermediates
that reside on the bridge.

DNA and its environment form a poly-

electrolytic heterogeneous medium with in-
teraction potentials of variable strength and
spatial range, including covalent, ionic, and
hydrogen bonding; dispersion; and multi-
polar electrostatic interactions. The chal-
lenge of gaining fundamental insight into
charge transport in DNA is compounded by
the dynamically complex nature of DNA
and its environment. Dynamical processes
range from vibrations with periods as short
as tens of femtoseconds to a broad spec-
trum of diffusive motions (of the counter-
ions and water molecules) that evolve on
time scales between tens to hundreds of
picoseconds (19, 20). We find that these
energetic, structural, and dynamic factors
of DNA and its environment substantially
influence the charge transport mechanism
in DNA and limit the validity and applica-
bility of treatments that do not explicitly
incorporate these effects.

We report results obtained by large-scale,
first-principles quantum-mechanical simula-
tions (21–26) of native and oxidized (by
removal of one electron) configurations of a
4–base pair (bp) B-DNA duplex d(59-
G1A2G3G4-39) with an intact sugar-phos-

phate backbone, and including the neutraliz-
ing Na1 counterions and a hydration shell.
The oligomer was chosen because it is com-
posed of the principal components often con-
sidered in studies of charge transport in DNA
(e.g., G, GG, and a bridging A). Quantum
calculations were performed on configura-
tions that were selected from independent
room temperature classical molecular dynam-
ics (MD) simulations and distinguished from
each other by the locations of the counterions
and hydrating molecules (27–29). From such
studies, we conclude that inclusion of the
sugar-phosphate backbone, of the counter-
ions, and of the solvating water is essential
for a proper and accurate description of the
energetics and dynamics of charge transport
in DNA [for illustrative comparative studies,
see the supplemental material (30)]. More-
over, the ionization potentials that govern the
enthalpic driving forces for charge transport
and the spatial distribution of the transported
charge (i.e., the hole) depend on the dynam-
ically evolving configurations of the coun-
terions and the solvating water molecules. Of
particular importance are configurations (Fig.
1) in which the Na1 counterions populate
backbone sites (i.e., in the vicinity of the
negatively charged phosphates) and those in
which some of the counterions reside in the
grooves of the DNA helix (mainly near the
electronegative atoms; e.g., N7 of guanine
and adenine) (21, 31).

From these findings, a microscopic
mechanism of hole transport in DNA
emerges in which the (quantum) hole mi-
gration is gated in a correlated manner by
the finite-temperature (configurational) dy-
namics of the hydrated counterions. In this
“ion-gated transport” (IGT) mechanism,
only a small fraction of the thermally ac-
cessible ionic configurations contribute to
the spatial movement of the hole, with the
basin of attraction (i.e., the catchment basin
in the multidimensional phase-space of the
system) of such “charge-transport effective
configurations” (CT-ECs) being relatively
narrow. Thus, the hole may reside in a
given location for many dynamically evolv-
ing configurations, which we term “charge-
transport-ineffective,” or CT-ICs, that fluc-
tuate on a relatively short time scale of tens
of picoseconds until one of the CT-ECs is
reached with concomitant movement of the
hole. Therefore, the time scale for the mi-
gration of the hole is controlled by the rate
of passage through the phase space (ener-
getic and entropic) bottleneck into the CT-
ECs, and this time scale may be orders of
magnitude longer than the characteristic
ion diffusion time in the surrounding hy-
dration medium. This microscopic mecha-
nism is built on classical Marcus electron
transfer theory and is related to the more
recent study of ion-pairing effects on elec-

Fig. 1. Results from room-temperature
classical molecular dynamics simula-
tions of the 7-bp duplex d(59-
AG1A2G3G4AG-39). The quantum-me-
chanical calculations discussed in the
text were performed for the 4-bp seg-
ment d(59-G1A2G3G4-39); the identity
of the bases in the 4-bp segment is
indicated in the upper panel. (A) Coun-
terion (Na1) probability distribution
isosurfaces (Na1 “visitation map”) su-
perimposed (green) on the atomic con-
figuration of the duplex, with the atoms
represented by spheres (with corre-
sponding ionic radii) distinguished by
color as follows: carbon, green; nitro-
gen, blue; phosphorous, larger yellow
sphere; oxygens of the bases or sugars,
red, and those of the phosphate groups,
smaller yellow spheres; and hydrogens,
(smallest blue spheres). The solvating
water molecules are not shown. The
isosurfaces, which were obtained
through analysis of MD simulations of
1.4-ns duration, give a visual represen-
tation of the spatial distribution of re-
gions with high probability for finding
the counterions. (B) Three representa-
tive 1.4-ns trajectories (differentiated
by color) of Na1 countrerions, superim-
posed on the atomic structure of the
duplex (depicted for clarity with the use
of a “stick-bonds” representation).
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tron transfer rates in which dynamical fluc-
tuations of counterion positions modulate
donor and acceptor energy levels, enabling
the electron transfer reaction (32). In the
present study, important aspects of the in-
fluence of hydrated counterion dynamics
on donor, acceptor, and bridge states are
revealed for charge transport in DNA.

Results obtained from the quantum simu-
lations for certain selected configurations of
the counterions and solvating water mole-
cules are shown in Figs. 2 and 3. These
configurations correspond to local potential
energy minima, with the Na1 located in sites
with high-occupation probabilities (see coun-
terion “visitation map,” Fig. 1A). In each
case, the selected configuration (33) includes
at least the first water solvation shell about
the sodium ions and phosphate groups (34).
The main structural difference between the
configurations shown in Figs. 2 and 3 is the
location of just one Na1, with all the others
occupying sites in the vicinity of the phos-
phates. That is, in configuration (I) (Fig. 2),
all Na1 are near the phosphates, thus forming
a “coaxial double-layer” about the helix of
the (duplex) DNA bases, together with the
backbone phosphates. The vertical ionization
potential (vIP) of this configuration vIP(I) 5
5.22 eV. In configuration (II) (Fig. 3A), how-
ever, one Na1 is displaced to the major
groove near the N7 of G3. For this configu-
ration vIP(II) 5 5.46 eV. The same configu-
ration (II) but without the solvating water
molecules is shown in Fig. 3B. The ionization
potential for the dehydrated system is
vIP(IIdh) 5 4.16 eV; the increase of vIP upon
hydration originates from increased electron-
ic binding caused by the solvating water mol-
ecules (35). Configuration (III) (Fig. 3C) is
another “groove configuration” with one Na1

located near the N7 of G1 of the duplex. For
this configuration, vIP(III)5 5.69 eV.

Certain salient features of the ionization
energetics of DNA are observed from inspec-
tion of the orbital isosurfaces shown in Fig. 2
for configuration (I), where the Kohn-Sham
p-like highest occupied molecular orbital
(HOMO) (Fig. 2A) is located on the G3G4

pair. After (vertical) ionization, the two or-
bitals at the top of the electronic energy level
spectrum are nearly degenerate and are dis-
tributed over the purine strand of the 4–base
pair duplex (see Fig. 2, C and D) (36). This
process delocalizes the hole; see isosurfaces
of the total charge difference between the
neutral and ionized species (Fig. 2B) with a
hole distribution of 20% on G1, 5% on A2,
40% on the G3G4 pair, and the rest delocal-
ized over the sugar-phosphate backbone and
some on the water molecules. The spatial
distribution of the hole (Fig. 2B) does not
resemble that of the HOMO of the native
(neutral) duplex (Fig. 2A).

The hole distribution shown for the radi-

cal cation in configuration (II) (Fig. 3A) is
similar to that of configuration (I) (Fig. 2B)
but with a higher ionization potential [vIP(II)
5 5.46 eV]; similar behavior (that is, a de-
localized hole-distribution with vIP values
fluctuating in the range of 5.35 6 0.1 eV) is

found for several other configurations of the
counterions where the Na1 occupies various
sites in the vicinity of the phosphates or with
one located in the major groove. From these
findings, we postulate that a major portion of
the configurational thermal equilibrium en-

Fig. 2. Results from quantum calculations for the 4-bp duplex d(59-G1A2G3G4-39) with all the Na1

counterions (purple spheres) in the vicinity of the phosphates [configuration (I)]; the geometry of
the bases and sugar-phosphate backbone are the same as in Fig. 1. The oxygens of the solvating
water molecules are depicted by orange spheres bonded to hydrogens that are represented by small
blue spheres; all other colors are assigned as given in Fig. 1A. (A) Isosurfaces of the p-like HOMO
orbital of the neutral duplex (localized on the G3G4 pair); the two different colors of the isosurfaces
correspond to the different signs of the wave function. (B) Isosurface (green) of the total electron
charge density difference between the neutral and ionized duplex, depicting the spatial distribution
of the hole that is found to be delocalized over the G1A2G3G4 strand of the duplex. (C and D)
Isosurfaces of the two near-degenerate spin-orbitals at the top of the electronic energy spectrum
of the vertically ionized (oxidized) duplex.

Fig. 3. Isosurfaces of the total electronic charge
density differences (shown in green) superim-
posed on the 4-bp duplex d(59-G1A2G3G4-39).
The structure of the duplex, including the bases
and sugar-phosphate backbone, is the same as
in Figs. 1 and 2. (A and B) Results corresponding
to counterion configuration (II), where one of
the Na1 resides in the major groove (in the
vicinity of the N7 of G3) and all other coun-
terions are located in the vicinity of the phos-
phates. The result in (A) was calculated with
the solvating water molecules included and in
(B) was calculated for the same geometry but
without the hydration shell. Note the signifi-
cant effect of hydration on the spatial distribu-
tion of the hole, and the remarkable similarity
between the delocalized hole distribution in the
hydrated duplex (A) and the one corresponding
to configuration (I) (Fig. 2B, where all Na1 are
in the vicinity of the phosphates). (C) Results
corresponding to configuration (III), where one
of the Na1 is located near the N7 of G1. Note
the difference between the hole spatial distri-
bution, which is localized on the G3G4 pair, and
those corresponding to configuration (I) (Fig.
2B) and configuration (II) (A), where the hole is
delocalized over the G1A2G3G4 strand. All col-
ors and sphere assignments are the same as in
Fig. 2.
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semble belongs to the aforementioned CT-IC
class. In contrast, a thermal fluctuation that
allows the system to access a configuration
belonging to the CT-EC class can result in
transport of the hole accompanied by hole-
localization on the G3G4 pair (Fig. 3C) with a
marked increase of the vIP [vIP(III) 5 5.69
eV]. The total potential energy of this
“groove configuration” is higher by 0.2 eV
than that of configuration (I) where all the
counterions are near the phosphates. Trans-
port of a hole can indeed be achieved via
certain configurational fluctuations of the
counterions that surmount the free-energy
barriers associated with the hole transport and
localization process. Such configurational
fluctuations cause a random walk of the hole
until irreversible trapping occurs by reaction
with water.

Because the above ion-gated hole-trans-
port (IGT) process is controlled by the dy-
namical fluctuations of the arrangements of
the counterions (and of the solvating water
molecules), the ideas underlying the IGT
mechanism can be tested by exploring effects
that may be correlated directly with a de-
signed modification of the local counterion
concentration at selected segments along the
hole-migration path. Such modification can
be achieved through replacement of certain
phosphate groups with methylphosphonates
(PO3CH3) because the latter carry no formal
charge and, thus, do not have a propensity to
attract Na1 ions [see supplementary material
(30)]. Indeed, in classical MD simulations
with methylphosphonates replacing the back-
bone phosphates on the A-strand of an (A)3

embedded in the 7-bp duplex d(59-
AGAAAGG-39), we observed no propensity
for the counterions to populate the modified
region. Furthermore, quantum calculations
for the d(59-AAA-39) bridge yielded for the
(native) unmodified backbone vIP 5 5.90
eV, with 50% of the hole delocalized over the
A bases and 20% over the complementary
thymines and the rest distributed mainly over
the sugar-phosphate backbone and some on
the water molecules. For the same duplex but
with an (A)3 phosphonated bridge (i.e., no

Na1 on the (A)3 strand but including a hy-
dration shell), we obtained vIP 5 6.16 eV,
and the hole is distributed 40% on the (A)3

and 25% on the complementary (T)3. The
increased ionization potential of the phospho-
nated (A)3 bridge, together with its aforemen-
tioned counterion-starved local environment,
is predicted to reduce the probability for
transfer of a hole into it. Thus, the modified
(A)3 segment may be regarded as a “raised
bridge” that inhibits transport through it, and
it may instead back-scatter (reflect) an inci-
dent hole.

These predictions were tested experimen-
tally by investigation of DNA oligomers co-
valently linked to an anthraquinone group
and containing methylphosphonates between
GG steps. Irradiation of the quinone introduc-
es a radical cation into the DNA; reaction of
the hole with water at the GG steps (which
results in strand cleavage after treatment with
Fpg protein) (37) indicates the efficiency of
radical cation transport. Figure 4 shows the
results from this experiment with meth-
ylphosphonate substitution at the (A)3, the
(T)3, or the (A/T)3 segments in the form of a
polyacrylamide gel. Substitution of the phos-
phate groups by methylphosphonates leads to
a significant reduction in radical cation mi-
gration, which is predominantly an effect of
methylphosphonate substitution in the (A)3

segment.
In the IGT mechanism, the transport of a

hole from one location to another involves
transitions between (quantum mechanical)
hole states (which may extend over several
DNA bases) characterized by varying degrees
of localization that are governed by and cor-
related with the dynamically evolving local
ionic configurations. Thus, the characteristics
of the hole-transport process are expected to
be temperature-dependent because of the ac-
tivated nature of the structural transitions in-
volved. Local ionic configurations will likely
depend on the specific structure of the DNA,
so the transport model should be sensitive to
base sequence. However, a strong depen-
dence of the hole-transport efficiency on the
identity of the counterions is unlikely, as was

found experimentally, (38) because the iden-
tity of the mono-positve cation should not
significantly affect the relative populations of
the aforementioned CT-ECs and CT-ICs.

These findings provide a useful conceptu-
al framework and an impetus for further ex-
perimental tests of the IGT mechanism and
motivate continued theoretical investigations.
These may include incorporation of stochas-
tic ion-gating processes in kinetic transport
models; calculations of effective electronic
couplings between DNA bases with the in-
clusion of structural fluctuations of the DNA
and its hydrated counterion environment, and
evaluation of transport rates without factor-
ization into electronic and nuclear (Franck
Condon) terms; and finite temperature time-
dependent quantum molecular dynamics sim-
ulations of ion-gated charge transport in
DNA.
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ponates linking both the A and T bases (lane 8). All
samples are racemic. Phosphorimagery reveals the rel-

ative amount of proximal (GpGp) to distal (GdGd) cleavage on the 32P-labeled strand, shown in (B),
which is a measure of the efficiency of radical cation transport across the bridge.
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for details see (22)], with gradient corrections for the
exchange-correlation functional (23). The Kohn-
Sham equations were solved in conjunction with
norm-conserving nonlocal pseudopotentials for the
valence electrons (24) and a plane-wave basis (i.e., no
atom-centered basis functions were used) with a high
kinetic energy cutoff of 845 eV; a calculation for the
4-bp duplex d(GAGG) with 48 H2O and 6 Na makes
for 1240 valence electrons. The algorithm for solving
the density-functional Kohn-Sham equations uses a
Fermi distribution function for the electrons, which is
a very effective way of dealing with degenerate or
near-degenerate energy levels [see (22)]. The Fermi
temperature that we used is rather low (0.01 eV/kB),
which assures that the Fermi function is operative
only on the near-degenerate levels at the top of the
level spectrum and not anywhere else (where the
spectral gaps are larger). The BO-LSD-MD method is
particularly suitable for calculations of charged sys-
tems because no periodic replication of the ions is
imposed [that is, no supercells are used; see (22)]. To
illustrate the accuracy of the calculations, we give the
vertical (v) and adiabatic (a) ionization potentials (IP),
calculated for the isolated nucleobases as the total
energy difference between the neutral and ionized
species. For T, vIP 5 8.73 eV, aIP 5 8.54 eV; for C,
vIP 5 8.54 eV, aIP 5 8.43 eV; for A, vIP 5 8.11 eV,
aIP 5 7.96 eV; for G, vIP 5 7.70 eV, aIP 5 7.20 eV.
The values obtained from our calculations are con-
sistently lower by 3 to 6% than the measured values
(16, 25, 26).
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Reproducible Measurement of
Single-Molecule Conductivity

X. D. Cui,1 A. Primak,2,3 X. Zarate,2 J. Tomfohr,1 O. F. Sankey,1

A. L. Moore,2 T. A. Moore,2 D. Gust,2 G. Harris,3 S. M. Lindsay1

A reliable method has been developed for making through-bond electrical
contacts to molecules. Current-voltage curves are quantized as integer mul-
tiples of one fundamental curve, an observation used to identify single-mol-
ecule contacts. The resistance of a single octanedithiol molecule was 900 6 50
megohms, based on measurements on more than 1000 single molecules. In
contrast, nonbonded contacts to octanethiol monolayers were at least four
orders of magnitude more resistive, less reproducible, and had a different
voltage dependence, demonstrating that the measurement of intrinsic molec-
ular properties requires chemically bonded contacts.

Wiring a single molecule into an electrical
circuit by chemically bonding each end to a
metal conductor is a key requirement for
molecule-based electronics. Although con-
ceptually simple, this goal has proven elu-
sive. The variety of methods for contacting
molecules includes bonding dithiolated mol-
ecules into break junctions (1), dipping
nanotubes into a mercury pool (2), touching
molecules in an insulating matrix with a con-
ducting atomic force microscope (AFM) (3),
using a scanning tunneling microscope
(STM) to connect to gold particles attached to
dithiolated monolayers (4, 5), and contacting
two monolayers together with a mercury-
drop electrode (6). These pioneering experi-
ments have demonstrated that unambiguous

contact to a single molecule is difficult to
achieve, as shown by large disparities in con-
ductivities reported for identical (7, 8) or
similar (1, 9) molecules. Measured currents
can be very sensitive to applied stress (3, 10,
11), and calculated conductivity can disagree
with experimental results by several orders of
magnitude (12). In many cases, electrical
connections to the molecules have been made
via nonbonded mechanical contacts rather
than chemical bonds, and it is likely that this
may account for some of the discrepancies.

Here we report a reliable method for
chemically bonding metal contacts to either
end of an isolated molecule and measuring
the current-voltage I(V ) characteristics of the
resulting circuit. Molecules of 1,8-octanedi-
thiol were inserted into an octanethiol mono-
layer [on Au(111)] using a replacement reac-
tion (13) whereby one of the two thiol groups
becomes chemically bound to the gold sub-
strate (14–17). The octanethiol monolayer
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