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The energetics of the negatively charged water dimer (H,0);, is studied using guantum-
simulation techniques and ab initio electronic structure calculations. Using the RWK2Z-M
potentials for water and a pseudopotential for the interaction of an electron with a water
molecule in the ground state, consisting of Coulomb, adiabatic polarization, exclusion, and
exchange contributions, it was found via the guantum path-integral molecular dynarmics and
the coupled quantum-classical time-dependent self-consistent field methods that while the
minimum energy of (H,0); corresponds to a nuclear configuration similar to that found for
the neutral (H,0), cluster, other nuclear configurations are also exhibited at finite
temperature, characterized by a higher total molecular cluster dipole moment and & larger
magnitude of the excess electron binding energy. Quantitative agreement is found between the
results obtained by the quantum simulations, employing the excess electron-molecule
pseudopotential, and those derived, for selected nuclear configurations, via ab initio
calculations, employing the Gaussian 86 code with the basis set for the water molecules
supplemented by a large diffuse set located at the midpoint of the two oxygens and in addition

by a diffuse set for the excess electron.

L INTRODUCTION

Recent experimental’~'® and theoretical'’® investiga-
tions of nonreactive electron attachment to small clusters
open new avenues for studies of electron localization and
solvation in atomic and molecular systems and of the general
issues of size effects on chemical and physical phenomena.
Of particular interest in this context are questions pertaining
to the modes'° and dynamical mechanisms®? of electron
localization in finite aggregates and their spectroscopic con-
sequences?® 2 and of the minimal cluster sizes which sustain
bound states of an excess electron.!%20:27.28.34

Experimentally, gas-phase clusters containing an excess
electron [polar molecular clusters of water™>*® (H,0) -
and eammonia® (NH,),, and ionic clusters>??
(Na, Cl,_, )] havebeen prepared and their mass dependent
abundances have been investigated using time-of-flight mass
spectroscopy. In addition, using photoelectron spectroscopy
the excess electron binding energies have been measured for
water® (H,0); (for n in the range 2 to 40) and alkali-halide
clusters'® [(Na,Cl,_,) and (Na,F,_,), for 2<n<40].
Furthermore, measurements and calculations of the optical
spectra of alkali-halide clusters containing an excess elec-
tron are currently underway, !2(-19(@332(®) The main obser-
vations pertaining to polar molecalar clusters may be sum-
marized as follows:

{ 1) The water dimer constitutes the smallest water clus-
ter which attaches an electron, resulting in a weakly bound
(F,0); state, with an estimated binding energy of ~17
meV {from field detachment experiments3) or ~30 meV
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(from photoelectron spectroscopy®).

(2} Strongly bound (H,0),  clusters were observed™®
for n> 11, while for (NH;) the minimum cluster size de-
tected® is ~35. In the case of water nonreactive electron
localization in the clusters was experimentally documented
to originate either from electron binding during the cluster
nucleation process’ ™ or by electron attachment to preexist-
ing clusters.>”

(3) The stable (H,O0), clusters (s>11) are character-
ized by a large electron vertical binding energy which varies
monotonically with cluster size® ( —0.75 eV forn =11 to
— .12 eV forn=19).

On the theoretical front, early investigations of negati-
vely charged clusters employed the methods of quantum
chemistry for calcuiations of the electronic struc-
ture, ' 1121415 These calculations were limited to small clus-
ters (up to ~10 water'™? or 3-5 alkali-halide mole-
cales'*'%) and were performed mostly for a restricted set of
nuclear configurations. The recent development and appli-
cation of the guantum-path integral molecular dynamics
(QUPID) method, 2 the use®3%3232 of the fast-Fourier-
transform (FFT) technique for solution of the Schrédinger
equation,?®>%32-343% and the time-dependent self-consistent-
field (TDSCF) method,?®3732-343738 344 2 new dimension
to the research of excess electron interaction with finite
atomic and molecular aggregates.'®?° Using these methods,
in conjunction with well tested interatomic and intermolecu-
far potentials®®*! and pseudopotentials'®?%***>42 for the
description of the interaction of the excess electron with the
atomic or molecular constituents of the cluster, vield a
wealth of information about the equilibrium, finite tempera-
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tare, energetics, structure, and spectroscopy
these systems and about the dynamics and mechanisms
of excess electron attachment, localization, migration, and
solvation in clusters. The main findings from these studies
pertaining to electron localization in polar molecular clus-
ters may be summarized as follows:

(1} The localization mode of an excess electron in a
polar molecular cluster depends on the cluster size and
chemical constituents. For water clusters (H,O), in the
size range 1l<n <64 the electron is relatively strongly
bound in a surface state while for the larger clusters
(32<n < 64) a gradual transition to internal solvation oc-
curs.?>?7 Attachment of the excess electron to small clus-
ters, # < 10 is in a diffuse weakly bound surface state.'’?*

{2) The onset of stable well-bound electron attachment
to ammeonta clusters {NH,) "~ occurs via internal localiza-
tion, requiring n % 32 molecules, and in contrast to the case
of the water clusters is not preceded by well-bound surface
states for smaller clusters.”® The critical sizes for electron
binding to water and ammonia clusters are in agreement
with experimental observations. !¢

{3) The mechanism underlying the mode of localization
(surface vs internal states) is a balance between the excess
electron binding energy to the cluster and the energy asso-
ciated with structural molecular reorganization in the clus-
ter upon electron attachment. In the small and medium size
water cluster regime (s> 64) and for all sizes of ammonia
clusters the cluster recrganization energy associated with
the formation of an internal electron state is large compared
to that which is gained via binding, resulting in surface local-
ization of the excess electron. The transition to internal lo-
calization is associated with a reversal of the balance be-
tween binding and reorganization energies.

(4) The vertical binding energies calculated via the
QUPID simulations® %" for surface states of (H,0) clus-
ters in the range 12<#n< 18 are in good agreement with those
available from photoelectron spectroscopy experiments.®

(5) From analysis of QUPID simulation results?®*! we
conclude that the spectra of surface excess electron states in
small- and medium-sized clusters (FH,(3), (8<n<32) are
characterized by bound—continuum transitions, and that the
spectra of the energetically stable interior excess eleciron
statesin large (H,0), (#>64) clusters are characterized by
bound-bound transitions.

(6) TDSCF simulations’®%?) show that the electronic
absorption spectrum in (H,0),, (n>64) clusters, which is
primarily associated with overlapping transition from (s-
like} ground to the three ( p-like) lowest excited states is
only slightly sensitive to the cluster size. The calculated ab-
sorption peak predicted by these sirnulations isat 2.1 eV and
has a width of ~1 eV, compared to the experimental re-
sults*® for bulk water of 1.72 eV and 0.92, respectively.

(7) The smaliest water cluster which attaches an excess
electron is the water dimer. The binding energy is estimated
to be between 3'7** and 25 meV,**?**° depending on the
nuclear configuration, At 20 K transitions between cluster
configurations, characterized by low and high molecular di-
pole moments, with corresponding low and high excess elec-
tron binding energies, occur.?*3°

In this paper we focus on studies of the smallest water
cluster which binds an electron [ (H,0); 1, using ab initio
electronic structure caleulations and quantum simulation
methods. In addition to providing new information about
the negatively charged water dimer, these comparative stud-
ies allow us to quantitatively assess the electron-molecule
interaction pseudopotential®>?® which we employ in the
guantum simulations. In Sec. I we review briefly the quan-
tum simulation methods and provide details pertinent to the
ab initio quantum chemistry calculations. The results of our
investigations are presented in Sec. Il and are summarized
in Sec. IV.

. METHODS AND INTERACTION POTENTIALS
A. Methods

In our theoretical studies of (H,0}, we have used three
methods:

(i) The guantum path-integral molecular dynamics

(QUPID) method.

(ii} The fast-Fourier-transform (FFT) technique for

solving the time-dependent Schridinger equation, and

in conjunction with the time-dependent self-consistent-

field (TDSCF) method.

(iii} A5 initio quantum chemistry electronic structure

methods for solving the many-electron Schriodinger

equation for the (H,0); system, for selected nuclear

configurations.

In the following we review these methods and the elec-
tron—water molecule pseudopotential which we employed in
the quantum simulations.

1. The quantum path integral molecwlar dynamics
(QGUPID} method

The QUPID method rests on the Feynman path-inte-
gral formulation of quantum statistical mechanics,** and
provides a convenient method for studies of the equilibrium,
finite temperature properties of systems consisting of inter-
acting quantum and classical degrees of freedom.'®'? In this
formulation the expression for the partition function Z fora
system consisting of a guantum particle (mass m and coordi-
nate r} interacting with a set of N classical particles (whose
phase-space trajectories are generated by classical equations
of motion) via a potential V{(r) = Z_,{V(r,R,)}}, is given
as

3ps2
Zp=('jﬂ> Jdrl“-drpd’RI-”dRN e Prer,

208
{1a)
where
& mp ”
V’efr:fgt E‘f—i;ﬁ—z r =100
1 N P
+_:5 E Z V(ri’Rj’) + VC(RD'“sRN) (ib)
J=1li=1
and
Z=1lm Zp. {1c)
Pes o

J. Chem. Phys., Vol. 81, No. 12, 15 December 1889

Downloaded 09 Feb 2004 to 130.207.165.29. Redistribution subject to AIP

ense or c

9




Barnett ef a/.: Elecironic structure of (H,0},

V. is the interaction potential between the classical particles
and B = (k)%

Equations (1) establish an isomorphism**** between
the guantum problem and a classical one in which the quan-
tum particle is represented by a flexible periodic chain
{necklace} of P pseudoparticles (beads) with nearest-neigh-
bor harmonic interactions with a temperature-dependent
spring constant, Pm/#° >, In practice, the finite value of P
employed in the calculations is chosen to yield convergent
results and depends upon the temperature and characteris-
tics of the interaction potential ¥. In the case of (H,0); at
T'= 20 K a choice of £ =16 384 proved to yield conver-
gence.?® The average energy of the system at equilibrium is
given by

P
I P &=
where
3 1 & foV(e)
e e o{F, — 2b
2 zpi=l< ot r,,>> (2b)

and the angular brackets indicate statistical averages over
the probability distribution as defined by Eq. (1). The first
two terms in Eq. {2a) are the mean kinetic and potential
energies of the classical components of the system. The
guantum particle kinetic energy estimator*®*’ K [Eq. (2b} ]
consists of the free particle term (X, = 3/28) and a contri-
bution due to the interaction (X, ). Finally, the last term in
Eq. (2a) is the means potential energy of interaction be-
tween the quantum particle and the classical field.

The formalism described above is converted into a nu-
merical algorithm by noting the equivalence®’ between the
equilibrivm statistical averages over the probability distribu-
tion given in Eq. (1) and sampling over phase space trajec-
tories, generated by a classical Hamiltonian

P mEp? N NOMLRZ

= 2

Vir;)
£

+3

i=1

+ V. (R By,

(3

where m*® is an arbitrary mass, chosen such that the internal
frequencyofthenecklace,w = {mP /m*8 % ] '/?, willmatch
the other frequencies of the system, and M, is the mass of a
classical particle.

Descriptions of the applications of the method to a wide
variety of quantum many-body systems of chemical and
physical interest can be found in Refs, 17-28.

2. The FFT technigue and TDSCF method

The quantum time evolution in the FFT method is
‘based on a repeated evaluation of the short-time propagation
of the wave function (in real or imaginary time) according
toié '

77¢9

Pt + Ar) = exp[ - (I?+ %Az] P(r.t)

H

i

#
i 1
i

—{»%Atj exp[ ‘-—-i—?'At]
# #

Xexp[ - —;:- é—]%&t } B(r,) + ol (A)3],
4)
where K and ¥ are the kinetic and potentizl-energy opera-
tors, and an expansion in the plane-wave, free-particle, basis
set

‘3exp[ __i_[%&gE

i
O AF) =
P(x, + Ar) G 7

7

Xexp{ ———i V(r)AtE
#
XJ‘d% e T exp{ Ak Az}
4m

XJ- d.¥ e ™ ¥ (x,e),

(5

where m is the mass of the gquantum particle and ¥ is his
interaction potential. The FFT algorithm is applied to the
discretized version of Eq. {5} on a grid.

Using Eq. (4) for a fixed configuration of the nuclei and
transforming to imaginary time, i.e, f = — if’, propagation
(using the FFT algorithm) from £ = { 10 a value & large
enough so that the expectation value E = (H(F) Hi(£))/
{H(BYH{B)) converges to a constant value, allows deter-
mination of the ground-state energy & and corrssponding
ground-state wave function ¥(8). Sequential determination
of electronic excited states can be achieved via application of
the above imaginary time propagation in conjuriction with
projection operators which project out of the initial wave
function the previously determined fower
Statesn48'30’32’33’3g’42

In applying the FFT technique to the (H,0); svstema
grid of 64° points was used with the spacing A between grid
points equal to 2a,. This large number of grid points (and the
value of A) proved necessary due to the incompatibility be-
tween the nature of the diffuse excess electron wave function
and the compact force field generated by the water mole-
cules in this system.’**® As one of the criteria for the adequa-
cy of the grid size we use the electron density-weighted grid-
surface-to-volume ratio, defined as

N2 1
y=1—A°

Lmp == — NJ/2+2

z/};'sinn ¢imn s ( 6)
where ¢, =¥(r,,..t) at the grid point {/mn} and the sum
extends over all the grid points (¥, ). For a uniform distribu-
tion of the electron density y = [N — (N, —2)*}1/N ],
which for N, = 64 yields 0.091. We thus require that in the
calculations the value of ¥ will be much smaller than that
value {when this condition is not satisfied the calculated en-
ergies depend on the size of the grid).

In the guantum-classical version of the TDSCF method
[for a review see Ref. 36{(d), for a critical study see Ref.
37({b), and for recent applications see Refs. 29, 30, 49, and
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501 the coupled dynamical evolution of the quantum and
classical degrees of freedom is described via the coupled
eguations

HERED g Rygn{RLS, (T2
ot #
MR, ~ —jdrirmr;{k},mz 9y (R))
IR,
P
— ¥V (iR f=1,.,N), Tb
s B¢ ) (76)
H(r{R}) = Hy(r) + V(5,{R}}, {7c)

where {R} denotes the collection of vector positions of the &
atomic {classical) constituents of masses M, H,is the Ham-
iltonian of the isolated quantum subsystem, ¥(r,{R}) is the
interaction potential between the quantum and classical de-
grees of freedom and V. {R} the interatomic potential. In
this approximation the classical subsystems evolves in the
quantum-averaged interaction potential (¥} [integral on
the right-hand side of Eq. (7b} ] and the classical interaction
V.({R}).

For many situations, where the adiabatic (Born-Op-
penheimer) approxzimation applies, propagation of the clas-
sical subsystems can be performed on a single chosen elec-
tronic energy surface, by restricting the electronic wave
function to remain in that chosen state throughout the simu-
lation.2%3%32334% For (H,0), , however, this adiabatic sim-
ulation method cannot be applied since the binding energy of
the electron {in the range of ~3-30 meV, depending on the
molecular configuration of the cluster?*"} is of the same
order as the energy of the lowest intermolecular vibrational
mode of the neutral dimer. Therefore, for this system the fall
real-time evolution was simulated in the TDSCF approxi-
mation.?**® It should be noted that, as is usuat with Har-
tree and Hartree—Fock type approximations, the use of the
self-consistent-field approximation in the present context
can be justified only @ posteriori by comparing to results ob-
tained by other methods.

3. Ab inftio calcuiations

For specific nuclear configurations of (H,0O), , selected
from the equilibrium ensemble generated via the QUPID
method {see Sec. I1 A 1), we have performed first principle
electronic structure calculations. In these investigations the
Gaussian 86 ab initio computer codes’ were used. A very
good basis set for the water molecules was selected and then
supplemented with a large diffuse set located at the midpoint
between the two oxygens. The basis set selected is the most
recent one proposed by Clementi and Habitz.>* It is very
similar to the modified MCY basis™ (MCY') studied by
MNewton and Kestner *>° in their analysis of the water dimer.
This basis set yields a very good value for the total energy of
the water molecule, — 76.056 035 hartree, which is very
close to the Hartree~-Fock limit. The optimal OH bond
length and HOH angle are 0.9461 g, and 105.56, respective-
ty, at the Hartree—Fock level. At this level the dipole mo-
ment of the H,0 molecule, corresponding to the optimal
SCF geometry is 0.7785 e gy (1 e ay = 2.524 D).

For the diffuse basis set representing the loosely at-
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tached excess electron we took the basis functions suggested
by Chipman'? in his paper on the negatively charged water
dimer. It consists of a set of seven 5 and seven p orbitals
which have exponents which decrease by a factor of 8 from
one to another. They do indeed span the space needed as in
all of the runs to be discussed the largest coefficients are
found for basis functions in the middle of the set. The largest
exponent is 0.262 while the smallest is 0.000 001. In order to
make the calculations manageable beyond the Hartree—
Fock limit where the above set can create instabilities due to
the many small eigenvalues, ancther set of calculations were
made using the contraction of the highest occupied molecu-
lar orbital (HOMO ) optimized for the negative water dimer
of interest. That set is referred to as the contracted set in the
tables to follow (see Sec. [I1).

B. The elsciron-molecule pseudopotential

A key issue in modeling the system by the one-electron
QUPID and TDSCF methods is the choice of interaction
potentials, Fortunately, for small water clusters, interaction
potential functions that provide a satisfactory description
for & range of properties are available. We have used the
RWK2-M model®® for the intra- and interwater interac-
tions. Less is known about the electron-water interaction.
We have constructed>* a pseudopotential that consists of
Coulomb, polarizaticn, exclusion, and exchange contribu-
tions:

V(re!RO’Rl’R2) = VCmﬂ + Vp + Ve + Vx‘ (83')
The positions of the oxygen and hydrogen nuciei of the water
molecule are given by (RB,,R,,R,), and r, is the position of
the electron.

The Coulomb inferaction is

VCoul (l‘e ?RorRth)

3
= Z ge/max{jr, — R,,R.}, (8b)

ji=1
where R, = Ry + (R, + R, — 2R}& is the position of the
negative point of charge of the RWK2-M model; ¢, and
g, =0.6e,¢g,= — 1.2¢ and & = 0.221 875 6. The values of
g, and & were chosen™ to give a good representation of the
dipole and quadrupole moments of the water monomer. The
cutoff radius R, was taken to be 0.5 g,, and the results are
insensitive to the precise value of R .
The polarization interaction is given by

V,(r,Ry) = —0.5ae’/(|r, — Ro|* + R 2)%, (8¢)

where a = 9.7446 a.u. is the spherical polarizability of the
water molecule. The form of ¥, and the value of R, = 1.6 g,
were chosen to fit approximately the adiabatic polarization
potential as calculated by Douglass ef l.>® for an approach
of the electrons along the H-O-H bisector (see Table 7 and
Fig. 2 in Ref. 56).

The exclusion ¥, and the exchange V, contributions
both require the electron demsity p(r,R,,R,,R,) of the water
molecule, We find that a reasonable fit to the calculated elec-
tron density,”” in the regions of importance, is provided by
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PR RLRLR,) =8a; e 3~ Rl 4 =2
2
¢ 2 e—S[r ij[/a(,‘
J=1

The repulsion, due to the exchusion principle, is modeled asa
“local kinetic energy term.””® This contribution accounts
for the orthogonality constraint between the wave function
of the excess electron and the valence molecular electronic
orbitals. In our calculation this contribution is modeled as

V, (1, RoR,R,) = 0.5¢%,(37%0)%". (8e)

Finally, the exchange contribution, which is a conse-
guence of the antisymmetrization of the wave function, is
medeled within the local exchange approximation® by

V(e R RLR) = —a, 2 (3n%p) /7. (86)

The parameter o, was taken 1o be &, = 0.3 in order tc ob-
tain good agreement between our simulation results and the
SCF results of Rao and Kestner''® for (H,0), at a fixed
octahedral configuration of the water molecule.

A detailed analysis of this pseudopotential, and its appli-
cation in studies of electron localization in clusters can be
found elsewhere.?>?6

(8d)

il. RESULTS

The energetics and dynamics of the negatively charged
water dimer, (H,0); , have been the subject of recent ex-
perimental®® and theoretical'™?**#®® gtudies. Using the
QUPID method (see Sec. II) we have performed simuia-
tions at 7 =20 K (employing 16 384 beads) of this sys-
tem.”* In these studies it was found that while in equilibrium
the electron adiabatic binding energy (EABE) (i.e., the en-
ergy of the electron interacting with the molecules plus the

DONOR

ACCEPTOR

FIG. 1. A schematic representation of the geometry of {H,0),. The atoms
beionging 1o the donor and acceptor molecules are distinguished by the su-
perscripts, (1} and (2}, respectively. The distance between the oxygens is
Roo R}? (for i= 1,2 and j = 1,2) are the O-H boad lengths in the dimer
molecules, @'/’ (j= 1,2} is the angle between the molecular dipole, '/’
and the O0"-0@ axis. &' equals to zero for u® parallef io the O'"—0O? axis
and is traversed anticlockwise. The H{/-O'/)-H{/( j = 1,2} angle is de-
noted by g ¢/°.
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cluster reorganization energy, see below) is the smallest for a
auclear configuration of the negatively charged water dimer
which is close to the optimal configuration of the neutral
dimer (see the Appendix), other, metastable, configurations
occur. In particular, these configurations correspond to a
libration of one of the water molecules [the acceptor mole-
cule, see Fig. 1 and Fig. 2(a} ], resulting in an increase in the
cluster molecular dipole and consequently an increase in the
magnitude of the electron vertical binding energy which is
accompanied by a contraction of the spatial extent of the
electron distribution [compare the high-dipole and low-di-
pole configurations of (H,0), , obtained from QUPID sim-
ulations,” shown in Figs. 2(a) and 2(b), respectively]. We
remark, that for the high-dipole [ Fig. 2(a) ] configuration of
the (H,0); cluster EABE is larger than for the low-dipole

FIG. 2. Representative configurations of (H,0}); from QUPID simula-
tions {Ref. 24) at 20 K: (a) The high-dipole (HD) configuration. In the
inset the configuration of a neutral water dimer is shown. (b) The equilibri-
um, low-dipole (LD) configuration. Large dark balls represent the oxygen
atoms and the smaller grey ones represent the hydrogens. The dark dots
represent the beads, i.e., the excess electron density distribution corre-
sponds to the density of the dark dots.
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TABLE I QUPID and FFT results for LD, ID, and HD, (H,0), configurations. The results for the LD
configuration are averaged over the equilibrium ensemble generated at 20 K via QUPID simulations (Ref. 24).
The values in parentheses are the standard deviations. For the ID and HD configurations the results calculated
via the FFT method are for the representative configurations selected from the QUPID simulations (Ref. 24).
&, 69, and ¥, are the intramolecular, intermelecular, and total petential energies of the molecular cluster. E,
is the molecular cluster reorganization energy { £, = V, [ (H,0); | — V.{(H,0)},1}. ¥and X, are the excess

electron-cluster interaction potential energy and excess electron kinetic energies,

respectively.

EVBE = V + K, is the excess electron vertical binding energy, and EABE = EVBE + £, is the excess electron
adiabatic binding energy.  is the total molecular dipole of the dimer (in units of ¢ g, = 2.524 D). Energies in

units of Hartree (1 hartree = 27.21 eV} and length in units of Bobr radius, a,.

Configuration LD® D HD
4 6X 1074 (3 107%) 3.77x 107 7.166X10~*
&2 —IX107? (31074 —9.551X107% —9.009x 1072
v, —94x107? —9.18% 107 —8.29%107*
E, 6.0 0.61x 102 1.5x1073
14 —0.8x107* (1X107%) — 0.85% 10 —2.38x107?
K, G.7X1072 (1.4 107%) 0.61x1677° 1.91x107?
EVBE —IXI0T* (14X 107%) —25x107* — 47107
EABE - 0.1x107? 0.36x 1677 1.03x107?
i 1.02 (0.09) 1.283 1.513

*From QUPID simulations, see Ref. 24.

{Fig. 2(b) ] configuration (see Table I}, reflecting the possi-
ble metastability of the high-dipole configuration due to the
cluster reorganization energy involved in the transition to
such configurations [indeed in Ref. 30(a) we have shown
that the high-dipole configuration does exist for finite time
intervals along the trajectory of the (H,(), cluster at 20
Kl

More recently, the energetics and dynamics of (H,0),
was investigated®™>° via real-time dynamic simulations,
within the TDSCF approximation, at 20 K (using a 16> grid
with a spacing between grid points equal to 9 g,). Analysis of
the system trajectories revealed dynamical nuclear struc-
tural transitions (on the time scale of < 1 ps) between low-
dipole and high-dipole configurations, similar to those cb-
served in the QUPID simulations (see Fig. 2}, accompanied
by corresponding variations in the electron binding (flucte-
ating between — 3 and — 22 meV)} and cluster molecular
energies [see Fig. 14 in Ref. 30(a}].

Based on these results, we present in the following de-
tailed comparative calculations of the energetics of (H,O),5
using QUPID, FFT, and ab initio calculations. For the pur-
pose of this study we selected three representative nuclear
configurations from the equilibrium ensemble generated via
the QUPID simulations® at 20 K: (i) a low-dipole (LD)
configuration, (&) = 1.02 ¢ a,, in which the nuclear config-
uration is similar to that of the neutral dimer [see Fig. 2({b) ];
(it} a high-dipole (HD) configuration, g = 1.513 ¢ g, [see
Fig. 2(a)]; and (it} an intermediate-dipole (ID) configura-
tion, u = 1.283 e a,. Details of the geometry of the selected
configurations are given in the Appendix. We should em-
phasize that the ID and LD configurations selected for the
purpose of this study are not the average configurations of
the corresonding metastable states of { H,0), . Rather, they
are individual configurations, selected from the equilibrium
ensemble generated via the QUPID simulations.

The excess electron binding energy for the high and in-

termediate dipole configurations was determined using the
FFT method (via imaginary-time propagation, see Sec. II)
employing a large grid, i.e., 64X 64 X 64, with a spacing of
2a, between grid points. Such large grids proved to be neces-
sary due to the diffuse character of the ground state excess
electron wave function (see Figs. 3 and 4, for the ID and HD
configurations). For the HD configuration ¥ [see Eq. (6)]
is equal to 0.016 (recall that for a uniform distribution
¥ = 0.091} and for the ID configuration it is somewhat high-
er, i.e., ¥ = 0.043. Thus in comparing the results with those
obtained via ab initio calculations (see below) oneis remind-
ed that the results obtained by the FFT method for the ID
counfiguration are less accurate than those obtained for the
HD configuration. For the LD configuration, the diffuse-
ness of the electron distribution prohibits calculations on the
above grid. Therefore, for this cluster configuration we
guote cur previous equilibrium average resuits obtained via
QUPID simulations at 20 K.

From Table [ we observe that the magnitude of vertical
binding energy of the excess electron (EVBE) increases
monotonically with increase in the total molecular dipole of
the cluster (~ — 3.0, — 7.0, and — 13.0 meV for the LD,
1D, and HD configurations, respectively). The equilibrivm
averaged LD configuration of (H,0)}; does not differ sig-
nificantly from that of the neutral dimer (H,0), (see the
Appendix), and thus the cluster recrganization energy E,
vanishes. However, the transition from the LD to the HD
nuclear configurations is accompanied by an increase (to a
smaller absolute value) in the cluster potential energy (7, ),
mostly due to a weaker intermolecular interaction {4?),
resulting in £, >0 and thus a net increase in the adiabatic
electron binding energy, EABE = EVBE + E..

Contours of the excess electron ground state wave func-
tions obtained via the FFT calculations for the ID and HD
configurations are shown in Figs. 3 and 4, respectively {com-
pare also Fig. 4(a) to the electron density distribution ob-
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FIG. 3. Contour plots of the excess electron distribution for the intermedi-
ate-dipole (ID) configuration of (H,0); , obtained via the FFT method.
{a} In the plane containing the two oxygens and the nondonated hydrogen
of the donor molecule. The increment 8 between contour lines is 1< 107¢
gy ® and the maximum contour corresponds to 18X 107°% g5 2. (b) In the
plzne which contains the oxygens and is normal to that shown in (a).
§=1x10"%¢a; * and the maximum contour corresponds to 18 a; >,

tained via the QUPID method shown in Fig. 2(a)]. As seen
from these figures while for the LD configuration |Fig.
2{b) ] the electron is distributed around the molecules of the
cluster, as the dipole of the molecular configuration in-
creases the electron distribution focuses more in the direc-
tion of the molecular dipole and its spatial extent is reduced,
correlating with the increase in the excess electron binding
energy.

The relative contributions of the various terms in the
electron~molecule pseudopotential [see Egs. (8a)~(8f)] to
the excess electron potential energy are given in Table I1. We
note that for all three configurations the magnitude of the
contribution due to the Coulomb term ¥V, is the largest.
The increase in the relative contributions from the other
terms in ¥ upon increase of the dipole of the nuclear configu-
ration, correlates with the increase in binding (see Table I)
which is accompanied by a more compact character of the
excess electron distribution (compare Figs. 2—4). Thus in
the IDy and HD configurations the centroid of the electron
distribution is closer to the center of mass of the dimer, re-
sulting in larger (absolute) values of the polarization, exclu-
sion, and exchange contributions, than in the LD configura-
tion.

We turn next to the results obtained from the ab initio

7803

¥ (ag)

FIG. 4. Contour piots of the excess elecron distribution for the kigh-dipole
(HD) configuration of (H,0), , obtained via the FFT metheod. (a) In the
plane containing the two oxygens and the nondonated hydrogen of the do-
nor moiecule. The increment & between contour lines is 5 107% g5 ® and

the maximum contour correspond to 55 X 107 % ¢y °. (b) In the plane whick
contains the oxygens and is normal to the plane shewn in (a).

8 = 2.5 107% 25 * and the maximum contour corresponds to 32.5 X 10~¢

a; >

calculations {see Sec. II}. Calculations were performed for
the above ID and HD configurations and for the negatively
charged dimer in the optimal molecular configuration of the
neutral dimer. The nuclear coordinates of the water mole-
culesin the ID and HD configurations (see the Appendix for
details), which were obtained from the QUPID simula-
tions®® and used here for the purpose of comparison with the
FFT calculations discussed above, do not correspond to the
optimal OH bond length and HOH angle of the water mole-
cule from ab initio calculations. However, the differences are

TABLE II. Relative contributions of the Coulomb, polarization, exclusion,
and exchange terms in the electron—water interaction pseudopotential to
the total potential energy of an excess electron in (H,0),.

Configuration LD* i HD
Veour/ 1 ¥ - 0.919 —0.916 —0.919
v,/ Vi — (.081 - 0.154 —0.181
V./|V| 0.026 0.182 0.206

VAV - 0028 —Q.112 —0.126

* From QUPID simulations, see Ref. 24.
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TABLE 1. Ab initio results for the HD water dimer configuration. Energies of the highest occupied orbital
{HOMO) in (H,0); and lowest onoccupied orbital (LUMO) in (H,0),, unrestricted Hartree-Fock (UHF})
total energies for the neutral and negatively charged dimers and total energies which include correlation energy
corrections via second-order perturbation theory (MP2). Values are given for calculations using the full un-
contracted diffuse basis set, as well as those for calculations using contracted s and p diffuse functions in the
outer orbital (HOMO) optimized for the negatively charged dimer (values in parentheses). The binding ener-
gies of the excess electron, EVBE, estimated via Koopman’s theorem (under orbital energy) and from the
difference of total energies of the charged and neutral dimers (under UHF and MP2) are given. Energies in

vnits of Hartree.

Orbital energy E{(UHF) Correlated energy (MP2)
;055 —4.9x107% — 15211371

(—49x10) (—152.11312) { — 152.552 81}
(H,0), —4.5x107* - 152,113 24 — 152,555 88

{ —44X107% { — 152,112 65) { — 152.552 06)
EVBE —4.5x10° —4.7x107¢

(—4.4x107%) (—4.6X107% { —7.5x107%

not large, since for the optimal singie molecule H,O configu-
ration the value obtained via the @b initio calculations is
1.965 D while for the configurations selected from the
QUPID simulations the values obtained for the dipole mo-
ments of the individual H,O molecules are 2.04 and 2.01 D
for the HD configuration and 2.01 and 1.98 D for the ID
configuraticn, respectively.

Results for the HD> and ED configurations of (H,0),
and (H,0), are given in Tables I} and IV. The verical bind-
ing energy of the excess electron, EVBE, is calculated both
via Koopman’s theorem [i.e., the energy of the lowest unoc-
cupied molecular orbital (LUMO) in the neutral system,
thus assuming that upon attachment of the excess electron
the other orbitals are not affected} and as the difference be-
tween the total energies of the negatively charged and neu-
tral systems (thus allowing for relaxation of the electronic
orbitals upon excess electron attachment}. In addition to
results of calculations employing the full basis set, results of
calculations performed with a contraction of the highest mo-

lecular orbital (HOMO), optimized for the negatively
charged water dimer of interest, are given (in parentheses).

The electron densities corresponding to the HD and ID
configurations of (H,0), are shown in Figs. 5 and 6, re-
spectively. In these contour plots, only the most diffuse func-
tions were plotted, and we have deliberately suppressed the
rapid oscillations associated with the requirement of orthog-
onality to the inner atomic orbitals near the nuclei. The close
agreement between these results and those obtained via the
FFT method in conjunction with the one-electron pseudo-
potential (see Figs. 4 and 3 for the HD and ID configura-
tions, respectively) is evident.

The binding energies, EVBE, obtained via the ab initic
calculations (see Tables III and IV) and those obtained for
the same nuclear configurations, using the FFT method and
emploving the pseudopotential for the excess electron inter-
action with the water molecules (see values of EVBE in Ta-
ble I}, compare favorably, particularly in view of the simpli-
city of the pseudopotential used in the latter calculations

TABLE IV. 4b initio results for intermediate-dipole (ID) water dimer configuration. Energies of the highest
occupied orbital (HOMO) in (H,0}; and lowest unoccupied orbital (LUMO) in (H,0),, unrestricted Har-
tree-Fock (UHF) total energies for the neutral and negatively charged dimers and total energies which include
correlation energy corrections via second-order perturbation theory (MP2). Values are given for calculations
using the full vncontracted diffuse basis set, as well as those for calculations using contracted s and p diffuse
functions in the outer orbital (values in parentheses). The binding energies of the excess electron, EVBE,
estimated via Koopman’s theorem (under orbital energy) and from the difference of total energies (under

UHF and MP2) are given. Energies in units of Hartree.

Orbital energy E(UHEF) Correlated energy (MP2)
(H,0); ~19x10™* —152.116 06
{(~2.1x107%) { — 152.115 46} { — 152.554 47)
(F,0), —17x10™* — 152,115 88 — 152.557 89
(~19x10"%) (- 152.11526) (— 152.554 15)
EVEBE —1.7x10°¢ —1.83%107*
: (~—19%x107% (—20X107%) (—3.2%107%)
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FIG. 5. Contour plots, of the highest occupied orbital in (H,0); in the
high-dipole (HD) configuration obtained via @b initio calculations. (2) In
the plane containing the two oxygens and the nondonated hydrogen of the
donor molecule. The increment & between contour linesis $x 10 ®¢,; *and
the maximum contour corresponds t0 55X 187 %45 %, (b) In the plane con-

taining the two oxygens and normal to that shown in (a). § = 2.5 10°

a, * and the maximum contour corresponds to 40X 107 ¢ g5,

{see Sec. II}. Consequently, these results further substanti-
ate our belief that the pseudopotential which we have con-
structed and employed in our studies of the energetics, dy-
namics, and spectroscopy of electron solvation in water
clusters of varying sizes, provides a rather accurate represen-

31,621

15.81
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Y (0g)

-15.81

-31.62

coo 1581 1162 4743 6324

Xlag}

38148 4
19.09 J
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FIG. 6. Contour plots, of the highest occupied orbital in (H,0); in the
infermediate-dipole (ID) configuration obtained via ab initio calculations.
{2} In the plane containing the two oxygens and the nondonated hydrogen
of the donor molecule. § = 1 X 107 g;* and the maximum corntour corre-

sponds to 20 107 %4, *. (b) In the plane containing the two oxygens and
normal to that shown in (a). § = 1 X 10~ ®a; * and the maximum contour
corresponds to 18 107 % g, *.

tation of the interaction between the excess electron and the
water molecules.

Compearison between the values for the binding energy,
EVBE, estimated via Koopman’s theorem and those deter-
mined as the total energy difference (compare values in the
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TABLEV. Energy of the lowest unoccupied orbital (LUMO) in the neutral
and total unrestricted Hartree-Fock (UHF) energies for the negatively
charged and neutral dimers, calculated for the optimal neutral dimer con-
figuration, using the large, uncontracted basis set. The excess electron bind-
ing energy, EVBE, is obtained via Koopman’s theorem (under orbital ener-
gYy) and as the difference between the total energies {under UHF). Energies
in units of Hartree,

Orbital energy E(UHRF)
[§3%0)7e — 152.115 61
(H,0}, —2x1073 — 15211559
EVBE —20x107° - 2.0x 1073

first and second columns of Tables [Tl and IV) indicate close
agreement between these two methods of estimating EVBE.
However, the energies of the LUMO in the neutral dimer
and HOMO in the negatively charged cluster differ some-
what (see first columns in Fables [f{ and IV) thus indicating
that even for these diffuse orbitals, estimates of the binding
energy on the basis of Koopman’s theorem should be viewed
with caution.

We have also attempied to estimate the correlation cor-
rections to the energy via the Méller—Plesset second-order
perturbation theory®® (MP2). Our results (see third column
in Fables I and IV, under MP2) indicate the range and
possible significance of correlation effects in these systems
(e.g., for the HD water—dimer configuration the correlation
correction to EVBE is ~ 60% of the value of this quantity
calculated without correlations). However one should note
that the MP2 method tends to overestimate the correlation
energy corrections. Therefore one is cautioned against draw-
ing from the above results definite conclusions concerning
the magnitude of correlation contributions.

Finally, we remark on results of ab initio calculations,
using the large uncontracted basis set, for (H,0); in a nu-
clear configuration corresponding o the optimal geometry
of the neutral dimer for the basis set used.”*> In this geome-
try, which is close to the experimentally determined®’ con-
figuration for (H,0),, the distance between the oxygens is
5.631 a, and the tilt angle between the molecular plane of the
acceptor molecule and the oxygen—oxygen axis (o' angle in
Fig. 1, see the Appendix) is 140°. The molecular dipole mo-
ment for this configuration is 1.90 I (i.e., 0.753 e a,). The
results are given in Table V for EVBE, obtained via Koop-
man’s theorem and as the difference between the total ener-
gies of the neutral and negatively charged dimers. The value
thus obtained for the electron binding energy is
— 2.0 107° hartree = 0.54 meV (compare 16 ~0.2 meV
obtained by Chipman'? for a slightly different geometry, for
which the dipole moment was 2.05 D).

Y. SUMMARY

The main objective of our investigation was to compare
the energetics and excess electron distribution in (H,0),,
calculated via guantum simulations (QUPID and FFT) and
employing a one-electron pseudopotential for the interac-
tion between the water molecules and the excess electron,
with those obtained via ab initio calculations, for selected
nuclear configurations of the dimer.

Previous QUPIDY? and TDSCF?**® simulations at 20
K have shown that the eguilibrium averaged nuclear config-
uration (referred to as the low-dipole configuration} of the
{E,0), cluster is very close to that of the neutral dimer,
characterized by an excess electron vertical binding energy
of ~3 meV and 2 negative adiabatic electron binding energy
(see values for EVBE and EABE under LD in Table ).
Furthermore, certain of these simulations**??°° have pro-
vided evidence that the equilibrium ensemble at 20 XK con-
sists also of nuclear configurations of (H,0}; which are
characterized by large distortions of the intermolecular ori-
entations as compared to that of the neutral dimer, leading to
larger values of the total molecular dipole of the cluster and
consequently resulting in stronger binding of the excess elec-
tron (the occurrence of these configurations and their con-
tribution to the equilibrium ensemble average are reflected
in the large standard deviation of the equilibrium averaged
result; see values under LD in Table I). Estimates of the
excess electron binding energy in (H,0), , obtained via field
detachment® and photoelectron spectroscopy® (yielding
~ 17 and ~30meV, respectively), provide further evidence
for the occurrence of such high-dipole configurations.

As stated above, in the present study we focused on
comparative investigations of the energetics and excess elee-
tron distributions corresponding to several molecular con-
figurations of (H,0); . To this end we have selected individ-
ual typical configurations out of the eguilibrium ensembie
generated via the QUPID simulations.® The satisfactory
agreement between the binding energies and excess electron
distributions calculated by us using the FFT method in con-
junction with a one-electron pseudopotential (see Sec. If)
and those obtained via ab initio calculations, provides
further support for the adequacy of the pseudopotential
which we have constructed® and employed in extensive
studies®? of excess electron states in polar molecular clus-
ters. Furthermore these comparative studies provide de-
tailed information concerning the energetics and electronic
distribution in (H,0); , and their dependence on the inter-
molecular configuration.

In confronting our theoretical results with the experi-
tnenta} cbservations™® we should remark that for the high-
dipole (HD) molecular configuration which we have select-
ed, the calculated values for the vertical binding energy of
the excess eleciron are close, although somewhat higher
(lower in absolute magnitude), to those obtained experi-
mentally. Moreover, from a comparison between the calcu-
Iated values of EVBE for the various cluster configurations
and those determined from experiments it appears that the
high-dipole (HD) cluster configurations of (H,0}; (i.e,
those configurations corresponding to stronger binding of
the excess electron) are prevalent in the supersonic expan-
sion beams interrogated experimentally.
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TABLE VI Structural characteristics of the water dimer configurations studied. For definitions of the geometrical parameters see Fig. I. The geometrical
parameters for the LD configuration of (F,0); are averaged over the equilibrium ensemble generated via QUPID simulations (Ref. 24) at 20 K. The values
for the intermediate and high-dipole configurations (ID and HD, respectively} of (H,(),  are those of individual configurations selected from the QUPID
simulations (Ref. 24). For the neutral clusters, eguilibrium averaged values at 20K [for (H,0),] as well a5 values for minimum energy configurations at 0 K.
are given. Standard deviations are given in parentheses. Distances in ¢, and dipole momentsin e ¢, {le g, = 2.524 D).

Configuration L D HD H,O° (F,0), ¢ (H,0), (F=20K)¢
Ry 5.215 (0.055) 5.270 5.119 5187 5.207 {0.052)
R 1.851 (0.612) 1.335 1.848 1.809 1.84¢ 1.848 (0.013)
RD 1.800 (0.015) 1.817 1.806 1.80% 1.807 1.807 (0.011)
R 1.817 (0.009) 1.832 1.795 1.815 1.815 (0.012)
RZ 1.817 (0.012) 1.804 1.823 1.813 1.815 (G.010)
o §2° (2.5% 52.8° 47.5° e 53.8° 54° (2%
g 103.8° (1.6%) 103.8° 1019 104.5° 104.1° 104.2° (1.4%)
a? 137 (9% 177 220.8° 126.6° 130.2° (16M)
A 104.0° (139 105.2° 102.9° 104.5° 104.6° (1.3%)
©w 1.02 (9.09) 1.283 1.513 (1.739 0.884 0.934 (0.102)
,um 0.753 {(0.012} 0.752 0.768 0.750 0.730 (0011
u? 0.747 (0.009) 0.736 0.750 0.740 0.740 (0.009}

* Low-dipole configuration, from QUPID simulations at 20 K, see Ref, 24.
P Minimum energy configuration of the neutral water molecuie.

¢ Minimum energy configuration of the neutral dimer.

¢ Equilibrium averaged configuration of the neutral dimer, at 20 K.

APPENDIX

I this Appendix we provide details of the geometries of
the dimer configurations used in our studies of (H,0), .
along with structural parameters for the neutral dimer,
(H,0),, and the monomer. Values for various distances and
angles characterizing the structures are given in Table VI,
and are defined in Fig. 1. The values for the low-dipole (LD)
configuration are obtained as average over the equilibrium
ensemble generated via QUPID simulations,” at 20 K. The
values for the 1D and HI? configurations are for typical sin-
gle configurations selected from the QUPID simulations.*
For the neutral monomer and dimer the minimum energy
configuration is given, using the RWK2-M potentials.®® For
(H,0), equilibrium averaged values, at 20 X are also given.
We note the substantial librational amplitude, at this tem-
perature, of the acceptor molecule, indicated by the large
standard deviation of the angle '@, both for the neutral and
negatively charged LD configuration. In addition we ob-
serve the absence of significant differences in the intramole-
cular structure of the individual molecules between the neu-
tral and the negatively charged dimer.
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