Theoretical considerations of energetics, dynamics, and structure
at interfaces?

Uzi Landman, R. N. Barnett, C. L. Cleveland, and R. H. Rast
School of Physics, Georgia Institute of Technology, Atlanta, Georgia 30332

(Received 23 October 1984; accepted 13 November 1984)

We review several of our recent studies investigating the structure and dynamics of two kinds of
interfaces: solid—gas and solid-liquid types. For the former, we examine the energetics of some
metal-vacuum interfaces and the dynamics of surface diffusion. Metal-vacuum interfaces are
studied in the context of pseudopotential theory where the varied contributions to surface energy
can be relatively easily categorized and interpreted while still providing quantitative accuracy.
We examine the roles of the Madelung energy, surface dipole layer, Hartree energy, and electron
response to the relaxation process. While qualitative behavior such as oscillatory multilayer
relaxation can be seen even from the simplest “clectrostatic” picture, quantitative predictions
require both the complete theory and acknowledgment of the full three dimensionality of the
system. Results are shown for the (111), (100), and (110) faces of aluminum. In exploring the
dynamics of surface diffusion, we discuss a molecular dynamics (MD) simulation of model
systems of lead monomers and dimers on a copper (110) surface (where there is a negligible size
mismatch between dimer and substrate) and find that dimer diffusion rates can be two to three
times those of the monomer. We show typical time evolutions of relevant dimer properties as well
as vibrational densities of states and find that a librational or “‘wagging” mode of dimer motion
acts as a “door-way state” for the diffusive jump and associate the elevation of the diffusion rate
with its existence. We again employ MD to study solid-liquid interfaces both in equilibrium and
under circumstances of rapid melting and recrystallization such as those found during laser
annealing. We examine the (111), (100), and (110) faces of a fcc crystal and display profiles versus
depth at various times of such properties as number density, temperature, potential energy, and
diffusion constant, as well as growth rates. In particular, the close-packed (111) face enjoys a
continuous growth process, uniform across the surface and mediated by an extensive interfacial
region of liquid layering over the solid, while on the open, “rougher” (110) face the layering is

suppressed and growth proceeds laterally across the exposed face in steps.

I. INTRODUCTION

All physical surfaces are in fact interfaces between material
systems. The systems connected by the interface may possess
several common physical attributes, such as chemical identi-
ty, composition, state of aggregation and structure, as in cer-
tain solid—solid or liquid-liquid interface systems, or may be
of vastly different physical character as in solid—gas and sol-
id-liquid interphase—interface systems. In addition, we dis-
tinguish between equilibrium interfaces where all compo-
nents of the systems are in thermodynamic equilibrium and
nonequilibrium interfaces occurring in phase transforma-
tions such as crystal growth (from the liquid or gas) or melt-
ing. In all cases, the interface region is of finite extent often
possessing unique physical characteristics {crystallographi-
cal structure, electronic, vibrational and elementary excita-
tion spectra) different from those of the systems connected
through it.

Fundamental understanding of the structural and dynam-
ic properties of interfaces is of coupled basic research and
technological interest, since often the improvement of tech-
nological applications requires knowledge on a fundamental
level. The unique structural and dynamical properties of in-
terfaces influence the pathways and rates of physical and
chemical processes occurring at interfaces (such as chemical
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catalysis, corrosion, electrochemical processes, adhesion,
electronic and atomic transport, and phase tranisformations
such as crystal growth and melting). In this paper we review
recent theoretical studies, performed in our laboratory, in-
vestigating the structure and dynamics of two interface sys-
tems: solid—gas and solid-liquid types. We have chosen to
focus on these systems since in addition to their different
nature, exemplifying the richness of interface phenomena,
the methods developed and employed in these studies dem-
onstrate different modes of theoretical investigations of in-
terfaces. In Sec. II the energetics underlying the crystallog-
raphy of certain metal-vacuum interfaces is discussed.
Energy pathways and the dynamics of surface diffusion pro-
cesses are discussed in Sec. I11. In Sec. I'V we describe molec-
ular dynamics studies of equilibrium crystal-liquid inter-
faces and of the structure and dynamical evolution of
nonequilibrium crystal-liquid interfaces during phase trans-
formations.

. MULTILAYER STRUCTURAL RELAXATIONS AT
METAL-VACUUM INTERFACES

Metal surface structural information is essential for the
understanding and elucidation of a large number of surface
phenomena. Consequently, major efforts have been devoted
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in recent years to the development of surface structure ex-
perimental probes and their analysis. Progress in the formu-
lation and implementation of theories of structurally predic-
tive capability has been limited, hindered mainly by
difficulties in carrying out a self-consistent energy minimiza-
tion for the coupled system of ions and conduction electrons
and the inadequacy of surface relaxation models based on
pairwise interaction potentials.' Such theories, however, are
of great importance since they can provide structural input
parameters to be employed in the analysis of data and reveal
the nature of the forces (and their relative contributions)
which govern the atomic arrangement and in particular
structural modifications (relaxation and reconstruction)
which are expected (and indeed observed) at the surface re-
gion of materials. These observations have led to the formu-
lation’ of a simple electrostatic model which predicted, semi-
quantitatively, multilayer surface relaxation in both fcc and
bce materials dependent upon surface crystallographic ori-
entation and other material parameters. The existence of
multilayer relaxation phenomena has since been verified by
several careful examinations of low energy electron diffrac-
tion (LEED) for several systems [e.g., Al(110),> Cu(110),>*®
V(100),%* Re(0101),*™ Fe surfaces’]. In this section we re-
view our recently developed theory® of lattice relaxation at
simple metal surfaces which is based on a tota/ energy mini-
mization, provides quantitative estimates of metal surface
structural parameters and elucidates the nature of forces
governing the structure, multilayer relaxation in particular.
We illustrate the theory by applying it to the low-index sur-
faces of Al

The total energy, E,, is expressed® as the sum of the
ground state electron gas energy E,, the Madelung electro-
static energy, E,,, of point ions in the presence of a semi-
infinite negative neutralizing background, the interaction of
point ions with the surface dipole layer, Ej , and of the
Hartree and band-structure contributions E;, and Egg, re-
spectively:

ETM,. } =E, + EM[/ln } + Ep, Mn }

+EH{/ln} +EBS{/1n} N (1)

In our calculation we retain the explicit dependence of the
total energy on the crystalline structure. In particular the
last four terms depend on layer positions, z}
=(n— 1+4+A4,)d, n=1,.,., wheredis the layer spacing in
the bulk and A,d is the deviation from the truncated bulk
location of layer n. E,, and Egg depend in addition on intra-
layer structure and on interlayer registry (4 R will denote the
shift in origin of the two-dimensional lattice between adja-
cent layers, and is characteristic to the exposed face). The
total energy is minimized with respectto A, n = 1,2,...,n,.

In the evaluation of the Hartree and band-structure ener-
gies we use the local form of the Heine—~Abarenkov model
pseudopotential:

Ve(R,2)=ZV.(Rz); R*+22>r
—Ze*u./r,; R*4+2%<r?, (2)

where V.(R,z) = — e*R 2+ 2%)~'/2, Z is the valence, and
u, and r, are the pseudopotential parameters chosen’ to fit
the bulk compressibility and lattice parameter and used to
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determine vacancy formation energies [for Al (r, = 2.06a,)
r. = 1.388a,, and u, = 0.3894].
The dipole layer energy is given by

Eyy(4,] =ZZJdZR fdz
X[ p2) —p 2 VclRz—2,), 3)

where R is a 2D vector in the surface plane. The Hartree
contribution,

Eyli,) =3 [ @R [ azpt
X [Vp(R,z—2}) — ZV(Rz —2,)] , (4)

constitutes together with Ey, the first-order correction to
the electron—jellium system (E,) due to the replacement of
the positive background by the ionic pseudopotentials. In
Egs. (3) and (4) the background density is denoted by
p " (z) = (3/4mr))6 (z), where 0 (z) is the Heaviside step func-
tion, and the ground state electron density in the presence of
p 7 (2) is p(z). In our calculations, we employ the Lang and
Kohn® electron density.

In the most primitive model (the PITB model) the system
consists of point ions in the presence of a truncated bulk
electron density, E; {4, } = E, + E,, {4, }. The addition of
the dipole layer and Hartree contributions (the DLH model)
significantly improves the physical picture and predictive
value by including a more realistic description of the inho-
mogeneous surface conduction electron density and its first-
order interaction energy with the ions.

However, the DLH model of surface relaxation (some-
times termed the “frozen profile model”) which has been
used previously to predict multilayer relaxation' does not
include the response of the electrons to the presence of the
ions. Asis demonstrated by our results and their comparison
to experimental data, both multilayer relaxation and the full
three-dimensional nature of the ionic system must be includ-
ed in a proper and quantitative treatment of surface relaxa-
tion.

The band-structure energy {second order in the pseudopo-
tentials) can be written as

Ens (4, =—;—; S [expliG-A R)]" "

X f dz p (G W (Giz), 5)

where G is the reciprocal lattice vector, and W%, (G;z) is the
2D Fourier transform of

WhRZ) = VR~ ) = o [ 4R’
N,

md
Xf dzp*(Z\WVc(R—-R'|z—2), (6)
{

m—1)d
where N, is the number of ions in a layer. The induced
(screening) electron density is linearly related to W through

p1(Giz) = fdz'aow;z,z')[ WiGZ) + 64G)] . (Ta)

$2(Giz) = fdz'g(G;z,z'Wc(G;z—z’)pi<G;z'), (7b)
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where a is the RPA polarizability and correlation and ex-
change are included® via the local field correction g. The
solution of Eqgs. (7) is facilitated by using the infinite barrier
response model, and by the ansatz g(G;z,z') = g(G;|z — Z|)°.

Including only the G = 0 contribution to Egg [Eq. (5)] is
equivalent to a one-dimensional treatment of the electron
response obtained by averaging the ionic potential over the
layers (we denote this one-dimensional electron response
model of E; by DLHBSO, to contrast with the model, de-
noted by DLHBS, in which the complete Eg is included).

To demonstrate the method, we summarize in Table I re-
sults for the surface structures of the low-index faces of Al
obtained via minimization of the total energies correspond-
ing to the various models and those obtained by other theor-
ies, as well as values obtained from experimental analyses.
Percent changes, 4, , , ,, of the interlayer distance between
layers n and n + 1 from the bulk value, for differing numbers
n, of layers allowed to relax, are given. Inspection of these
results and those obtained for other fcc and bee systems®®
shows that relaxation is more pronounced for the open faces,
and that multilayer relaxation is essential in all the models
and systems considered. We find damped oscillatory relax-
ations with a period equal to the layer stacking period.

The principal origin of the multilayer oscillatory relaxa-
tion lies in the 3D crystallinity of the system; i.e., in the
intralayer structure and the registry shift between layers,
and in the relaxation between intralayer structure and inter-
layer spacing. Thus the less open surfaces show smaller re-
laxations because the ions are more densely packed within
the layer, i.e., the resulting potential has less variation both
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parallel and perpendicular to the surface plane since the lay-
ers are neutrally charged (ions plus negative background
slab), and because the layer spacing is larger. These effects of
crystallinity appear in the Madelung and band structure
contributions: the Madelung force between adjacent unre-
laxed (100) and (110) layers (ng = 2) is attractive while the
force between next nearest neighbor layers is repulsive, for
(111) surfaces (r; = 3) the interlayer forces oscillate with a
period of three layers. The Madelung contribution is larger;
the band structure terms reduce (screen) the Madelung inter-
actions, but since the electron response is affected by the
presence of the surface, this screening is complicated and
gives rise to forces which are not simply related to the inter-
layer distances.

The dipole layer and Hartree energy terms also give rise to
oscillatory forces on the layers. However, these forces come
from single-ion potentials, i.e., potentials which depend on
the position of an individual ion with respect to the bulk,
through the interaction with the jellium electron and posi-
tive background densities p°(z) and p * (z) [see also the discus-
sion of single-ion potentials in Ref. 6(a)]. These forces, Fi,,
and Fy, are significant only for the topmost layer and, al-
though they do oscillate due to the Friedel oscillations in
p°(z), they approach zero rapidly as the z coordinate of the
layer increases. The principle effect of the dipole layer and
Hartree contributions is to limit the displacement of the first
layer with respect to the bulk.

It is evident that a model in which the ions are treated as
point ions (PITB) is a poor approximation, and that the sec-
ond-order (band structure, Egg) effects are small compared

TABLE I. Summary of the surface relaxation results for the low-index surfaces of Al obtained using the PITB, DLH, DLHBSO0, and DLHBS models (see the
text); available experimental results and the results of other calculations are given in the columns labeled Exp. and Other, respectively. The results are
presented as the percent change from the bulk value, 4, , | of the spacing between the layers numbered / and / 4 1. Negative (positive) values of 4,, , |
indicate contraction (expansion) of the layer spacing. », is the number of layers which were allowed to relax (the results of other calculations, in the last

column, are all for single-layer relaxation).

Model PITB DLH DLHBS0 DLHBS Exp. Other

n, [Al(100]]

1 45, —21 03 1.0 -7 Ap=—15

3 A, —24 0.4 1.0 00 4,,=0 (Ref. 12)
Ay 03 0.0 0.7 —00 (Ref 10) A, = —46
Ay, 00 —00 -0l —00 (Ref. 11)

n, [Al(100)]

1 4, -1 —4 -5 —14 A= —15

4 A, —26 —12 —14 —10  A,= —84+08, (Ref. 12)
Ay 15 8 9 4 Ay=49+10, A,=20
Ay, -7 —4 -2 -3 Ay=-—16+11, (Ref. 13)
Ags 2 1 2 0 [Ref (2b]] A,=—16

(Ref. 11)

n, [AK100)]

1 a5, —04 0.8 19 18 A,=9+425 d,=1

3 4, —04 0.9 0.7 1.6 [Ref. (2¢)] (Ref. 12)
Ay 0.0 —0.1 —0.1 01 4,=25 A,=—16
s, —00 0.0 0.1 00 (Ref 10) (Ref. 11)

J. Vac. Sci. Technol. A, Vol.

3, No. 3, May/Jun 1985



1577 Landman et a/.: Theoretical considerations

to the first-order (Hartree, E,,;) effects. However, while cer-
tain qualitative features are revealed by the electrostatic
model, from the comparison of the results obtained via the
various models with values extracted from experimental
data [see Table I, and results obtained recently® for the
Pb(110) surface in agreement with the analysis of ion back-
scattering data], we conclude that guantitative structural
predictions require a minimization of the complete total en-
ergy expression [Egs. (1) and (5)] which retains the full three-
dimensional nature of the system, i.e., the DLHBS model. In
particular, employment of the one-dimensional electron re-
sponse, DLHBSO0 model, does not yield adequate results.

In the above discussion we have limited ourselves to sur-
face structural relaxations in the normal direction (i.e., var-
iations in interlayer spacings). In investigations of the struc-
ture of high-index surfaces of fcc and bee materials, we
have further allowed variations in interlayer registry, with
no change of the intralayer two-dimensional unit cell. The
results obtained via total energy minimization, using the
DLH model, predicted that the less symmetrical surfaces
undergo damped multilayer oscillatory registry relaxation
[which may be termed (1 X 1) reconstruction] in addition to
multilayer oscillatory relaxation of interlayer spacings. In
general, the interlayer registry relaxation shifts the first and
second layers toward a more symmetric position with re-
spect to each other; however, since the interlayer coupling
extends beyond adjacent layers, this is not necessarily true
for the deeper layers. Such coupled oscillatory multilayer
registry and interlayer spacing relaxations have been found
recently’ in extensive LEED studies of high-index surfaces
of Fe, where interesting trends as a function of “‘surface
roughness” have been suggested.

11l. ON THE DYNAMICS OF SURFACE DIFFUSION

Diffusion processes on or in the vicinity of surfaces are of
importance in many surface controlled, or driven, physical
and chemical phenomena. Such phenomena include crystal
growth, surface phase transformations, annealing and re-
covery of damage, faceting, surface and interfacial (grain-
boundary) segregation, and chemical processes heteroge-
neously catalyzed by surfaces.

The nature of current experimental probes'* limits the
temporal resolution with which diffusion processes can be
studied. Valuable information about diffusion systems can
be obtained via computer dynamical simulation'>~'7 which
enable investigations on arbitrarily short time scales and re-
fined spatial resolution. In the following we describe our
recent molecular dynamics studies'® of surface diffusion
which demonstrate the potential of such theoretical experi-
ments in revealing the microscopic dynamical mechanisms
of certain activated processes.

FIM studies of the diffusion of adatom clusters on sur-
faces have shown that the migration of the clusters proceeds
via distinct alternating cluster configurations [most easily
observed for diffusion on “channeled” substrates such as the
(211) surfaces of bce solids].'* Motivated by these observa-
tions we have developed'® a general stochastic theory of dif-
fusion on ideal and defective lattices in which the diffusing
system performs transitions over a manifold of internal
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states, which may correspond to energy levels and/or dis-
tinct spatial configurations. Proper analysis of experimental
data in terms of such multistate migration mechanisms al-
lows determination of rate coefficients (frequency factors
and activation energies) for transitions among the states par-
ticipating in the migration mechanism thus extending the
information content which may be extracted from the data
beyond the mere determination of global diffusion coefli-
cients.

A particularly curious FIM observation concerns the dif-
fusion of Re dimers on the (211) surface of tungsten, where
the dimer rate of diffusion was found to be over a factor of 5
larger than that of single Re adatoms. The enhanced dimer
diffusion was attributed'* to an incompatibility between the
equilibrium distance between the adsorbed dimer atoms and
the distance between the cross-channel minima in the ad-
sorption potential surface dictated by the geometrical struc-
ture of the substrate. As a consequence, the adsorbed dimer
is never found in its natural equilibrium state and this ac-
counts for a decrease in the energy needed to bring the sys-
tem to a saddle region of the potential surface which may
result in a migration event.

In our study we wish to focus on dynamical aspects of
dimer diffusion and therefore have chosen the parameters of
our system such as to eliminate the geometrical incompati-
bility. Employing generic 612 Lennard-Jones potentials
whose parameters (o and €) were fitted'® to materials proper-
ties we found that for a system of a lead dimer adsorbed in a
cross-channeled configuration on the (110) face of copper, no
such geometrical mismatch exists. In order to achieve a
faithful simulation of the substrate, our simulations were
performed on a thick slab consisting of 14 layers (with 70
atoms in each layer) exposing the (110) surface of the fcc
copper substrate. The numerical integration of the classical
equations of motion was performed using Gears’ predictor—
corrector algorithm with an integration time step
At =0.0075¢t-,, where fo, =(Mc,0c,/€c,) = 2.9668
X 10713 ¢ (in the following reduced units expressed in terms
of the Cu—Cu parameters'® are used, i.e., distance and energy
in terms of o, and €, , respectively).

Following equilibration we have performed extensive
studies of dimer and single particle diffusion at various tem-
peratures in which we found enhanced dimer diffusion rates
(factor of 2-3) compared to the single particle diffusion rates.
Since “geometrical mismatch” is absent in our system (by
construction) we have set to investigate the origin of the ob-
served enhancement (which as we will demonstrate in the
following is dynamical in nature).

In Figs. 1{a)—(c), sample trajectories of the system evolu-
tion over a time span of 5X 10* 4¢, for a cross-channel ad-
sorbed dimer, calculated at reduced system temperature (in
units of €, ) T* = 0.2 (corresponding to 2/7 of the substrate
melting temperature), are shown. In these figures the crosses
correspond to time averaged positions of the top layer sub-
strate atoms and the dots are actual instantaneous locations
of the atoms comprising the adsorbed dimer as a function of
time. A plot of the Pb—Pb bond length as a function of time
shown in Fig. 1(d) allows a clear identification of the jump
events. We observe that at # = 0 the dimer started at a verti-
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F1G. 1. (a}(c) Sample trajectories of the system evolution over a time span of
5% 10% At,where At = 0.0075 1., = 2.25X 10~ '% 5. Crosses indicate aver-
aged positions of the first layer substrate atoms and dots are the instantan-
eous locations of the dimer atoms. The system was equilibrated with the
dimer at a cross channel configuration along the Y direction. (d)-(f) Time
evolution of the dimer bond length, out-of-plane angle (6 ) between the dimer
axis and the normal to the surface, (z} and in-plane angle ( ¢ ) between the
dimer axis and the positive x direction, respectively. Bond length in units of
0¢, - Corresponding dimer configurations are shown in (f).

cal configuration (bond length~1.5 o, ). At t~4X10°4¢
the bottom particle migrated to a neighboring site in the
channel, returning to the original site at £~8 X 10°4¢, and so
on. Similar information is contained in Fig. 1(f) where the
time evolution of the angle ¢ (in radians), the in-plane angle
between the dimer axis and the positive x direction, along the
channel, is shown, along with the corresponding dimer con-
figurations. A plot of the angle 8, between the dimer axis and
the normal to the surface, shows that the orientation of the
dimer axis remained almost parallel to the surface plane
throughout the course of the sample simulation [see Fig.
1(e)].

To investigate details of the migration mechanism, we fo-
cus on the time interval indicated by arrows on the time axis
of Fig. 1(f), which spans the time between two jump events
culminating in the migration of the bottom adparticle [see
Fig. 1(c)]. A closeup view of the variation in the inplane angle
¢ with time is shown in Fig. 2(a). We observe a regular oscil-
latory variation about the value 7/2 (with frequency
~1x 10" s ") in time. The amplitude of the dimer libration
is modulated, achieving a maximum and decreasing prior to
the jump event [marked by an arrow, compare Figs. 1(d) and
1{f)]. In order to interrogate further the type of motion which
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the dimer is engaged in we show in Fig. 2(b) the equal-time
correlation of the x-components of the velocities of the dimer
atoms V', (t)V,,(t). Librational motion in which the two
particles move in opposite directions corresponds to a nega-
tive value of this correlation function, while a rocking mode
in which both particles oscillate in phase yields a positive
value. We note that during the increase in the ¢-oscillation
amplitude V', V,, (as well as V', V,,) takes negative values,
while during the decrease in ¢ prior to the jump event a
reversal in sign occurs, indicating a change in the nature of
the dimer mode of motion. This conclusion is corroborated
by the rotational kinetic energy shown in Fig. 2(c) which
exhibits a similar sequence. We note also that the same pat-
tern occurs in the time evolution of the adparticle-adparticle
bond length [Fig. 2(e)], bond potential energy [Fig. 2(f)], and
bond kinetic energy [Fig. 2(g)]. These observations indicate
clearly that the librational, out-of-phase motion of the
dimer, upon decrease prior to the jump event, exchanged
energy with a mode characterized by an in-phase motion of
the dimer atoms which did not involve significant vibrations
or stretch of the dimer bond. An additional clue to the nature
of the prejump mode is provided by a plot of the kinetic
energy of the dimer center-of-mass motion as a function of
time, given in Fig. 2(h), which exhibits low values while the
dimer is librating, and increases in magnitude in coincidence
with the noted decrease in the librational motion. Further
information concerning the dimer motion is given in Fig.
2(d) which shows the time development of the out-of-plane
angle, 6. The oscillations in 8 are of a much higher frequency
than the in-plane ¢ librational mode and the out-of-plane
velocity correlation does not show a clear pattern. In fact,
the out-of-plane motion appears rather irregular, while cou-
pled to the in-plane degrees of freedom. Inspection of the
time sequences for the dimer particles kinetic energy and
dimer total energy (kinetic plus inter-dimer and dimer—sub-
strate potential energies) reveals that the energy content of
the dimer increased pursuant to the excitation of the libra-
tional mode and remained so until the eventual jump event.

From the above observations we conclude that the evolu-
tion of the system leading to the reactive (jump) event is char-
acterized by distinct, though coupled, modes which ex-
change energy with the substrate and among themselves.
The in-phase, rocking mode, which is characterized by a
high degree of center-of-mass motion, is coupled directly to
the reaction-coordinate (jump event). This mode is excited
by the librational mode which preceeds it, whose excitation
is caused by coupling to the substrate vibrations and perhaps
partially via high-frequency out-of-plane modes (and possi-
bly dimer vibrations), which are orthogonal to the reaction
coordinate. The librational mode is therefore identified as
the “doorway state” for the reaction.

It is intuitively obvious and rigorously known in the the-
ory of nonlinear oscillators and parametric modulations that
the excitation dynamics in such systems depends critically
on the frequencies and coupling parameters of the system.'®
To further investigate the activation dynamics and energy
pathways in our systems, we calculated the density of vibra-
tional states [Eq. (8a)] and velocity autocorrelation functions
[Eq. (8b)], for our system, defined by
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where 4 is a dynamical variable, and the angular brackets
denote averaging over time origins and particles (when appli-
cable). The density of vibrational states for the x, y, and z
components of the vibrations of the top-layer atoms of the
substrate slab are shown in Figs. 3(a)-3(c), respectively. We
observe a marked anisotropy in the vibrational spectrum,
which disappears when calculated for deep layers in the slab.
This emphasizes the importance of employing a sufficiently
extended system in the simulations in order to faithfully rep-
resent the dynamics of the system. Components of the veloc-
ity autocorrelation functions for motions of the adsorbed
dimer atoms, where data have been gathered between jump
events, are shown in Figs. 3(d)-3(f). We observe that motion
along the surface channel, x [Fig. 3(d)], is of lower frequency
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than in the normal direction, z [Fig. 3(f)]. In addition, the
velocity autocorrelation in the y direction [Fig. 3(e)] is
damped rapidly, indicating that motion in this direction is
coupled strongly to the substrate, colliding inelastically with
the substrate potential (which rises steeply). Finally the ve-
locity autocorrelations for the rate of change of the inplane
angle, ¢, and dimer bond length, 7, are shown in Figs. 3(g)
and 3(h), respectively. The frequency of the bond vibrations
is about double that of the angle variations. Analysis of the
dimer modes of motion and their frequencies suggests that
the librational mode is excited via direct coupling to the sub-
strate phonons, and to the bond-stretch [see Figs. 3(f) and
3(h)], subsequently channeling energy to the in-phase mode
which leads to the jump event. This sequence of activation
and energy flow is governed by frequency resonances of the
dimer modes with the substrate phonons and by anharmonic
couplings. The observed enchancement of the dimer diffu-
sion rate compared to that of single particles is dynamical in
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FI1G. 3. (a)}~{c) Cosine transforms [ D, (), @ = x, y,z] of the velocity autocorrelation function for first-layer substrate particles, as a function of w expressed in
units of (57/24) t, ~'~2.2X10'% s. Note anisotropy in the vibrational spectra, which disappears as one moves into the substrate slab. (d}{f) Velocity
autocorrelation functions [ Dy, (¢)=(V,(O)V,{t))/{V, (0}V,(0)), @ = x, y,2] of dimer particles. Data for these correlation functions and those shown in (g)
and (h) was accumulated in intervals between jump events. Note the (.iiffer'ence in freql{ency between the x and z modes and the fast damping of the y motion.
(g) Autocorrelation function of the angular rate of change, @ (£ }={ ¢ (0)¢ (¢ )} /{ ¢ (0)¢ (0})). {h} Autocorrelation function of the dimer bond, 7, rate of change,
@-(t)={ HOJH?))/( HO)HO)). Note the higher frequency variations compared to the one shown in (g).

nature, originating from the dimer additional degrees of
freedom (bond stretch, libration, and rocking) which provide
(resonance) channels to energy flow from the substrate.

While our focus in this study has been on surface diffu-
sion, it is obvious that the concepts which we introduced can
be applied in a straightforward manner to other activated
rate processes such as desorption and dissociation and per-
haps even processes involving energy dissipation such as
sticking. Indeed, our present investigations supplement our
earlier’”® doorway state model for thermal desorption, in
which excitations of the vibrational ladders leading to bond-
rupture occurs via coupling of low-frequency nonstretch
modes of the adsorbate to substrate phonons. In that case the
introduction of the low-frequency doorway modes was nec-
essary due to the frequency mismatch between the frequen-
cies of transitions between low vibrational levels of the bond-
rupture stretch mode and the maximum substrate phonon
frequency.?
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IV.ON THE STRUCTURE AND DYNAMICS OF SOLID-
LIQUID INTERFACES

The ultrarapid solidification which follows the irradiation
of a solid with pulsed laser or electron beams, commonly
known as laser annealing, is the basis for the development of
novel materials growth and processing techniques and is the
subject of current intensive research efforts concerned with
the evolution, phase transformations, and properties of non-
equilibrium materials systems.?' Experimental studies of the
microscopic mechanisms of excitation and solidification in
laser annealing systems are difficult due to the fast rates of
the physical processes in these systems, necessitating the de-
velopment of probes of combined temporal and spatial high
resolution. Theoretical progress in understanding the dy-
namics and kinetics of rapid solidification phenomena is
equally challenging due to the highly nonequilibrium nature
of these systems and the lack of adequate theoretical meth-
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ods for the description and analysis of materials under such
extreme conditions. Nevertheless, significant progress on
both the experimental and theoretical fronts has been real-
ized recently, brought about via the development of novel
experimental probes®' and theoretical simulation and mod-
eling techniques (molecular dynamics,* solution of moving
boundary coupled heat and matter transport equations,”?
and Monte Carlo studies of kinetic Ising models®*).

The main theoretical issues encountered in studies of laser
annealing systems are (a) the mechanisms of radiation (pho-
tons, particles) coupling to solids, (b) nonequilibrium ther-
modynamics and stability analysis (metastability, morpholo-
gical stability?®), and (c) the kinetics and dynamics of phase
transformations, i.e., investigations of material processes in-
volving changes in structure, composition, and degree of or-
der. Solidification and melting in general are nonequilibrium
phenomena governed by heat and matter transport and ki-
netic processes at the moving interface between two phases
(solid and melt). While the above processes have their origins
in particle dynamics, heat and matter transport away from
the solidification interface can be described adequately using
continuum methods.?> However, treatment of transport and
kinetic processes in the vicinity of the interface requires a
microscopic theory, since transport properties in this region
are expected to exhibit a marked spatial variation on the
atomic scale and interface kinetic processes are inherently of
atomistic nature.

Motivated by these considerations, we have developed
and performed molecular dynamics simulations®*?° of mod-
el laser annealing systems which allow detailed investiga-
tions of the dynamics and structure of solid-melt interfaces
and studies of the microscopic mechanisms of melting and
rapid solidification. Prior to the discussion of our results we
outline certain of the pertinent features of the molecular dy-
namics simulation method.

A. Model and technique

In molecular dynamics simulations the classical equations
of motion for a set of NV interacting particles are numerically
integrated yielding the positions and momenta (phase-
space) of the particles as a function of time.?’ In simulations
of bulk materials periodic boundary conditions (pbc’s) are
imposed thus extending the parallelopiped “calculational
cell” (CC) to infinity by an integral number of translations in
the three directions which determine the shape and size of
the CC. In simulations of systems involving surfaces or inter-
faces the periodic boundary condition in the direction per-
pendicular to the surface plane is removed (resulting in a
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slab) while maintaining the two-dimensional, in-plane pbc’s.
In addition since the processes of melting and solidification
involve changes in volume and in order to allow for possible
structural transformations, we have adapted the Parrinello
and Rahman?®® constant pressure molecular dynamics by re-
stricting the boundary conditions and dynamical variation
to the vectors a and b defining the basis of the MD calcula-
tional cell thus allowing dynamical variations in areal shape
and density, along with free dynamical variation in the direc-
tion normal to the surface plane.

The slab configuration is useful in studies of thin film sys-
tems. However the phenomena investigated by us in this pa-
per involve systems which are semi-infinite, i.e., while our
interest is in processes occurring at the surface region, the
physical system is of macroscopic extent in the direction nor-
mal to the surface. Consequently, we couple the slab to a
substrate of the same crystalline structure and composition.
The particles of the substrate are static, exerting forces on
the dynamic slab particles (within the interaction range of
the potential). To assure that the dynamics is followed faith-
fully for most of the system and in particular in the vicinity of
the interface region of interest, slabs of sufficient thickness
are employed in the simulation (typically 3040 atomic lay-
ers for the case of interaction potentials whose range of inter-
action extends over distances of 23 layer spacings thus in-
troducing only a negligible perturbation due to the static
nature of the substrate). Geometrical data of the systems
which we studied is given in Table II. The numbers of dyna-
mical atoms were chosen such that the areas and thicknesses
of the systems, exposing the (111), (100}, and (110) low-index
surfaces of fcc crystals, are as close as possible, thus afford-
ing comparative studies.

Since the bulk of the system serves as a thermodynamic
reservoir, and since our dynamic slabs are of thickness which
assures proper dynamics in the regions of interest, we treat
the two slab layers which are most directly influenced by the
forces due to the static substrate as a thermal coupling re-
gion. Heat exchange with the constant temperature reservoir
(T'g)is achieved via extraction of kinetic energy from the slab
through scaling of velocities of the particles in the two-layer
coupling region. The scaling factor is determined at each
integration time step according to the heat conduction equa-
tion

49 _ g (Te)a () L@

Tlzt) 9
dt dz ®)

where Q1is the rate of heat flow, 4 (¢ ) is the area of the simula-

TaBLE II. Geometrical data used in the simulation of the three low-index fcc crystals; @ is the length of the cubic unit cell edge.

Property (111)

(100) (110)

1512 (27 layers)
168 (3 layers)

Dynamic atoms
Static atoms

Layer area 24.25q%
Layer spacing a/\3
Atoms/layer 56
Dynamic slab 15.588a
dimension

1500 (30 layers)
150 (3 layers)

1505 (43 layers)
175 (5 layers)

25a* 24.75q%
a/2 a/22
50 35

15a 15.20a
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tion cell, K (T (¢ )) is the temperature dependent thermal con-
ductivity of the material, and d7 (z,t )/dz is the thermal gradi-
ent (the explicit time dependence of these quantities is
denoted). For our choice of substrate material (6-12 Len-
nard-Jones potential with parameters corresponding to Ar),
the experimental®® K (T') is used in the simulation. The tem-
perature gradient is obtained by via a linear interpolation
between the temperature in the coupling region (determined
at each time step by averaging the kinetic energies of parti-
clesin that region) and the temperature 77 at a fixed point in
the reservoir located at a distance of 20a from the coupling
region (@ is the dimension of the conventional unit cell for
our bulk fcc system). This model allows studies of the influ-
ence of substrate temperature and/or composition on the
melting and solidification processes since different substrate
materials or temperatures yield different gradients.

The coupling of the incident radiation pulse to the system
is simulated via a time-stepwise scaling of particle velocities
applied to the free end of the system, has a triangular intensi-
ty-versus-time profile, is of 1.6 ps in duration and carries a
total energy of 6.3 X 10~ J/cm®. In applying the pulse, an
absorption profile given by exp[0.02 z/(1 A)] is used where z
(in angstroms) increases in the direction going out from the
solid.

In all our studies the material systems consist of two spe-
cies, 90 at.% of host species a and 10% of initially random
substitutionally distributed impurities 8. These particles in-
teract via pairwise 6—12 Lennard-Jones potentials:

s ()] o

where r is the distance between the particles, 0,5 = (0,
+04)/2 and €,5 = (€,€g)""%. €,5 is the well depth at the
equilibrium separation which occurs at 20,4 (thus the in-
teracting species are characterized in terms of their mass,
m,, ), their binding energy, and their atomic size), systema-
tic studies of dependencies of the properties of the system
upon host and impurity atomic sizes, masses, and binding
strengths can be performed by selecting the values of the
above potential parameters.

In presenting our results we often used reduced tempera-

ture, energy, and time units defined as follows: T* =k, T/
€,.-Energyisexpressedine,, unitsandt * = (02, m,/€,,),
respectively. For a host &, with Argon LJ parameters (o,
=3.44,¢,, = 120K and m, = 40amu), z * = 2.16 ps. The
classical equations of motion are integrated using the Gear
predictor—corrector method with a time step
At * = 0.0075¢ *.

B. Analysis

Integration of the equations of motion yields the phase—
space trajectories for the system from which physical prop-
erties and their time evolution can be obtained. To facilitate
the presentation of our results, we define for any property g,
which depends on the phase-space point (r;,v,) of atom i
located at z; (with z =0 set at the bottom of the slab and
increasing toward the surface) a local density (per unit
length) of that property at z by
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\/; S g exp[ — (z—z,)/2s] . (11)
s i

pel2e) =

In our calculations a value of 0.126 of the average layer spac-
ing was used for the width parameter s. This allows us to
exhibit our results as continuous profiles in the z direction.

We analyze our results in terms of the following quanti-
ties:

(1) The particle number density (per length) profiles, p(z),
are obtained by letting g, = 1in Eq. (11). All other properties
are presented as per particle local densities

pele) =P,V plz). (12)

(2) Kinetic energy profiles, KE(z), obtained by setting g;
= 1m,v,”in Eq. (11). The temperature is related to KE(z) by
T(z) = QKE(R) .

(3) Potential energy profiles, PE(z), obtained by setting g,
=132, ®(|r; —r]|) in Eq. (11).

(4) Planar orientational order parameter profiles [O,(z)]
defined by substituting in Eq. (11):

1

g = z W, expliné,,), (13a)
W, jeumim
where
W,= S W, (13b)
j€nn{m)
and
W, =exp[(z; —2,,)/203] . (13¢)

In Egs. (13a)}-(13c), nn(m) denotes nearest neighbors to atom
m, 0, is the angle that the “bond” between particles m and j
makes with the x axis (in the plane), » is an integer, and the
width g, is chosen to be one-half the interlayer spacing for
the material. In the figures showing our results, the magni-
tude of the complex quantity O, (z) is given. The order pa-
rameter O, (z) measures the degree of particle planar order in
an atomic layer which when in the crystalline state possesses
n-fold symmetry, i.e., for a perfect fcc crystal at 7=0 K,
O, = 1 for the (100) planes and O4 = 1 for the (111) planes.
For the (110) planes, 0, = 1 after a scaling of the rectangular
two-dimensional unit cell which converts it into a square.
From our experience, discernable crystalline order in a layer
is associated with O, % 0.4 (see Fig. 4). Values of 0, <0.4
indicate a disordered, liquidlike state.

(5) Diffusion constant profiles (D (z)), obtained via the time-
velocity autocorrelation function. Here g; in Eq. (11)is taken
as

g = f dt [v,(t,(0)] . (14)

Diffusion constant profiles in the normal direction and la-
teral diffusion constants parallel to the surface plane are
evaluated by a proper choice of the velocity components in
Eq. (14).
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FIG. 4. Number density ( p), kinetic energy (KE), potential energy (PE), planar orientational order parameter (0, ) and diffusion (D) profiles vs distance Z (in
units of @, the cubic unit cell edge length of the bulk crystal, at a reduced temperature 7* = 0.4 and zero pressure; at these conditions a = 5.4 A)A (a) Profiles
for the initial equilibrated (100) system consisting of 90% host particles and 10% random substitutionally distributed impurities (the LJ potential parameters
chosen to correspond to Ar as the host and Kr as the impurity). (b){d) Profiles of the equilibrium solid—melt coexistence systems, for the three low-index faces

of the crystal.

C. Equilibrium solid-melt interfaces

The initial state in all our simulations is an equilibrated fcc
crystalline sample composed of 90% host particle with 10%
substitutional randomly distributed impurities, at a reduced
temperature 7 * = 0.4, and zero external pressure. We
choose

Ope/ 0., = 1.07, €p5/€,, =1.387

and
mg/m, =2.098,

i.e., a heavier, slightly larger and stronger binding impurity.
The three systems which we study differ by the crystal face
exposed at the surface (see Table II). Particle number den-
sity, kinetic energy, potential energy, and orientational order
parameter profiles for the initial state of the (100) systems are
shown in Fig. 4(a). The system exhibits sharp atomic layers
[p(z)] with a high degree of inplane crystalline order
(0,~0.8). Note the variations in the potential energy profile
which attains local minima at values of the normal coordi-
nate z corresponding to atomic layers positions.

Having obtained an equilibrated sample a heating pulse is
impinged on the surface. The energy thus deposited into the
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solid serves to disorder and eventually melt a region whose
extent depends upon the energy in the pulse and the materi-
als absorption length. Prior to investigations of the resolidifi-
cation processes, we study properties of the equilibrium
solid-melt coexistence systems which are obtained by turn-
ing off heat flow to the substrate reservoir during and after
the application of the radiation pulse. The system is then
allowed to evolve for an extended period of time, achieving
the equilibrium state. The equilibrium profiles for the (111),
(100}, and {110) systems are shown in Figs. 4(b), (c), and (d),
respectively. These profiles have been obtained as time aver-
ages of the corresponding quantities in the equilibrium state.
To simplify comparisons between the results for the three
surface systems, distance for all of them is measured in units
of a, the cubic unit cell dimension of the bulk crystal at
T*=0.4(a=54A4)

As seen from these figures, the energy deposited by the
pulse melted over half of the samples, producing equilibri-
um, two-phase, solid—melt coexistence systems. The kinetic
energy profiles, KE, shown in Figs. 4(b), (¢}, and (d), demon-
strate the establishment of uniform temperature distribu-
tions in the equilibrated systems. The equilibrium (coexis-
tence) temperature corresponding to the average kinetic
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energy shown in Fig. 4(b), (c), and (d)is —~ 0.95T,, where T,
is the melting temperature of the pure host system (the slight
depression of the melting point is due to the 10% impurities
in our systems), at the same conditions. The differences
between the solid and melt regions are evident from inspec-
tion of the particle number density, potential energy, orien-
tational order, and diffusion constant profiles. Note the dis-
tinct, sharp density variations in the ordered solid regions
associated with distinct minima in the potential energies and
high values of the planar orientational order, in contrast to
the behavior and values of these quantities in the melt region.

The solid and melt regions differ also in their dynamical
and transport properties as demonstrated by the diffusion
profiles shown in Figs. 4(b), (c), and (d). Furthermore, the
diffusion profiles exhibit a monotonous, continuous vari-
ation over a distance of ~4a between the value for the bulk
solid (D = 0) and that for the bulk of the melt (D~0.03 in
reduced units, or 5.37X 10~ * cm?/s for Ar potential param-
eters, which is close to previously determined values®® using
a 6—12 LJ potential and the experimental value (0.033) for
liquid argon at the triple point®!). Anticipating the impor-
tance of the solid—melt interface to the nonequilibrium
growth dynamics of a crystal in contact with its melt (see Sec.
IV D) we focus in the following on the properties of the equi-
librium crystal-melt interfaces.

The structure and dynamics of crystal-liquid interface
systems -have been the subject of increasing theoretical (as
well as experimental) interest. Theoretical methods of treat-
ing the equilibrium thermodynamics of interfaces in general
were introduced by Gibbs in 1878,>? and much of this se-
minal work still forms the conceptual framework for re-
search in this field. Most studies aimed towards the develop-
ment of a molecular theory of equilibrium interfaces are
phenomenological in nature. The main difficulty in develop-
ing a microscopic theory of the solid-liquid interface (and
other liquid interfaces) arises from the presence of the liquid.
A satisfactory theory has not yet been developed for the de-
scription of homogeneous liquids, although significant pro-
gress in this direction has been made, particularly through
the advent of numerical simulation methods.?” The problem
of a solid-liquid interface is further complicated since the
structural and dynamical properties of the liquid are per-
turbed by the presence of the solid. The three main theoreti-
cal approaches which were developed and applied in investi-
gations of solid-liquid interfaces are: (1) The model
approaches®® which follow and extend the original work by
Bernal**® of the structure of bulk liquids [applied to fcc (111)
and hep (0001) interfaces]. (2) Statistical mechanics theories
which employ the liquid-state integral equation methodolo-
gy in juxtaposition with perturbation theory*® [applied to fcc
(100) and (111) interfaces]. (3) Monte Carlo and molecular
dynamics simulation methods®® [applied to fcc (100) and
(111) interfaces]. All three treatments result in a diffuse, lay-
er structured in the liquid, interface. However, the model
approaches yield a density deficit at the immediate vicinity
of the crystalline surface®® which is not observed in molecu-
lar dynamics simulations. This discrepancy is due partly to
the static nature of the crystalline surface in the hard sphere
models.
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While all the three low-index fec crystal-liquid interface
systems studied by us exhibit a diffuse, layer-structured in-
terfaces [see Figs. 4(b), (c), and (d)], subtle differences due to
crystalline face anisotropy should be noted. Due to the dif-
fuse continuous nature of the interface it is difficult to delin-
eate clearly the demarkation separating the solid phase from
the melt. We may use the diffusion profiles to guide us in
drawing that distinction. It should be noted however that
even a moderately defective crystal may exhibit a non-negli-
gible rate of diffusion. In any case, adopting the above crite-
rion it appears that the extent of the diffuse interface is lar-
gest for the (100) interface, decreasing slightly for the (111)
interface and further decreasing for the (110) interface.
Further information is provided by the orientational order-
parameter profiles [see Figs. 4(b), (c), and (d)] and via inspec-
tion of the corresponding projections of particle coordinates
onto the xp surface plane. Upon analysis we find that for the
(100) interface intralayer order is changing across the inter-
face transition layer in a gradual manner, as compared to the
more abrupt changes occurring for the (111) and (110} inter-
faces. Note that while the (100) surface possesses fourfold
intralayer symmetry, and the (110) can be analyzed using O,
following the scaling of the two-dimensional unit cell men-
tioned in Sec. IV B, intralayer order in the (111) crystalline
layers is characterized by a sixfold symmetry, O, which is a
more prevalent packing symmetry in the liquid than the
fourfold symmetry. Therefore, the sharp drop in O in Fig.
4(a) is somewhat deceptive.

The crystalline anisotropy of the transition interface re-
gion is further demonstrated via the different manners in
which the particle densities and interlayer spacings vary
across that region for the (111) and (100) interfaces.’” Analy-
sis of the particle density profiles in Figs. 4(b) and (c) shows
that for the (111) system the interlayer spacing remains con-
stant throughout the transition region, equaling roughly
that of the crystalline interlayer spacing. The density de-
crease is achieved for this surface by reducing the number of
particles in successive layers. At the (100) interface the inter-
layer spacing in the transition layer increases gradually from
the crystalline value while the number of particles per layer
remains constant. These differences between the two inter-
faces reflect the larger dissimilarity between the bulk liquid
structure and the local arrangement in the interfacial liquid
layer at the (100) surface, than between the structures of the
bulk liquid and interfacial liquid at the {111} surface. At the
(100} surface the induced local structure in the liquid in the
vicinity of the crystal is octahedral while hard-sphere pack-
ing near a flat plane exhibits a nearly perfect two-dimension-
al hexagonal®*® structure which upon approaching the
three-dimensional liquid bulk turns into a polytetrahedral
structure of pentagonal symmetry. At the (111) surface the
symmetry of the crystalline potential matches closely that of
a liquid in contact with a flat wall. The oscillatory behavior
of the density profile in the transition region of the (111)
interface is then due to the transition between the two-di-
mensional symmetry of the packing at the immediate vicini-
ty of the crystalline surface and that which occurs in the
three-dimensional spherically symmetric bulk liquid.**

Finally, we remark upon the similarity in the values of the
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diffusion constants at the interface regions for the three in-
terfaces studied. Also, we have not found significant differ-
ences between the diffusion constants of the interfacial liquid
layers in the two lateral directions [although, in the case of
the (110} system there seems to be a slight enhancement of
the diffusion in the x direction, i.e., along the channels, but
this occurs in a region which possesses crystalline, though
imperfect, character]. Additionally, we have not found sig-
nificant differences between the diffusion coefficients at the
solid-liquid interface in the lateral and normal to the surface
directions. This behavior differs from that which we have
found at the liquid-vapor interface and also found recently
in molecular dynamics simulations of crystal-vapor inter-
faces*® where although no in-plane diffusion anisotropy is
observed, the lateral diffusion rate in the topmost liquid lay-
er is significantly larger than the vertical diffusion rate (diffu-
sion in deeper layers is found to be independent of direction),
thus demonstrating the difference in particle transport prop-
erties at these interfaces.

D. On nonequilibrium crystal-melt interfaces:
Melting and rapid solidification

Our initial state is, as before, an equilibrated fcc crystal-
line sytem exposing one of the low-index faces [see Fig. 4(a)
for the (100) case], composed of 90% host particles with 109%
substitutional randomly distributed heavier, larger, and
stronger binding impurities, at a reduced temperature
T* = 0.4 and zero external pressure. The system is then sub-
jected to the influence of a heat pulse of 1.6 ps in duration as
described in Sec. IV A, allowing for heat conduction to the
substrate reservoir [see Eq. (9)]. A sequence of snapshots of
the (100) system evolution at selected times after the end of
the heat pulse is shown in Fig. 5. In this figure we show in
addition to the number density profiles, the corresponding
kinetic energy (1.57 *), potential energy, and planar orienta-
tional-order profiles. As seen in Fig. 5(a) 2 ps after the termi-
nation of the pulse, the kinetic energy (temperature) of the
system is increased and disordering has just started to occur
as evident from the PE and O, profiles. While the sample is
above the melting temperature, not enough time has yet
elapsed for significant particle displacements, and for con-
version of thermal (kinetic) energy to potential energy. As
time progresses the system continues to disorder and melt,
with the melting front moving into the interior (to the left in
the above figures). Characteristics of the system at the final
stages of melting are shown in Fig. 5(b) (25 ps) where about
one-half the extent of the system has melted. We notice that
the temperature of the melt in the region closer to the vapor
side is still well above the melting temperature and that the
volume of the system has expanded significantly. In addi-
tion, a well-developed diffuse, layer-structured in the melt,
crystal-melt interface is observed. At about this time melt-
ing stops and resolidification begins, with the solid—melt in-
terface starting to move to the right. As seen in Fig. 5(c), (73
ps) and in subsequent times [Figs. 5(d)—(f)], crystallization
started and proceeds while the kinetic temperature of the
melt is still above the solid-liquid coexistence temperature.
We did not observe any significant degree of supercooling
near or at the crystallization front throughout the whole evo-
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lution of the system. The moving crystallization front is
characterized again by a layer-structured in the melt diffuse
interface, possessing density, structural, dynamic and trans-
port properties intermediate between the bulk solid and melt
phases connected through it. The final product for all the
systems presented in this study is a perfect crystal with a
random substitutional impurity distribution.

From the above observations we conclude that the relaxa-
tion times which govern the rate at which the layer-struc-
tured diffuse solid—melt interface is established under non-
equilibrium conditions are extremely short (occurring both
during melting and resolidification). The anisotropic “liquid
layering,” which establishes the material density in the melt
region preceding the solidification front, “prepares” the
melt for the subsequent evolution of planar crystalline order-
ing. The unique structural and transport properties of the
diffuse solid—melt interface may play an important role in
the crystallization kinetics and affect the degree of crystal-
line perfection and impurity distribution in the resolidified
material. We conjecture, that under conditions where the
solidification front would be able to advance with a velocity
which supercedes that which is necessary for the reorganiza-
tion of the melt to form the anisotropically structured diffuse
interface, a defective, perhaps amorphous, resolidified mate-
rial would be obtained.

The z location of the recrystallization interface z; vs time
for the three systems is shown in Figs. 6{a}—(c) (this location
was determined from analysis of the planar orientational or-
der parameters and analysis of particle trajectories). The cry-
stallization velocities deduced from this data are v = 7.7,
10.0, and 8.4 m/s for the (111), (100}, and (110) systems, re-
spectively.

Crystal growth from the melt is often discussed in terms of
the following mechanisms*’: (1) Two-dimensional nuclea-
tion, where upon nucleation of small monolayer “islands”
growth proceeds by further attachment of atoms to the “is-
lands” and spreading of these monolayers across the surface.
According to this mechanism the growth rate will be negligi-
bly small for small undercoolings.*® (2) “Continuous” or
“normal” growth,*' where it is assumed that all atoms arriv-
ing at the surface of the solid substrate are able to stick to
become solid (thus nucleation is not a necessary kinetic step).
According to this mechanism the rate of growth increases
with the degree of undercooling, becoming proportional to it
for small undercoolings.

Attempts at unifying the two growth modes have been
proposed.***? In particular, the model introduced by Cahn
assumes that the free energy of the interface is a periodic
function of its mean position relative to the lattice periodic-
ity of the solid phase. Thus this model contains the idea of a
diffuse (perhaps structured) solid-melt interface.

The two-dimensional nucleation mechanism is expected
to be dominant for atomically smooth interfaces while con-
tinuous growth is expected to occur on rough surfaces. The
plots of the crystalline interface position as a function of time
shown in Figs. 6(a)—(c) exhibit different characteristic behav-
ior as we go from the atomically smooth (111) face to the
“rougher” (110) face. As seen from these figures, growth on
the (111) face is monotonous while at the (110) face it is jag-
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FI1G. 5. Profiles of number density ( p), KE, PE, and O, vs Z (in units of ) for the (100) system, at selected times after the termination of the heat pulse. The
times (in ps) are given in the figure. Note the melting process in (a) and (b) and the resolidification in (c}{(f).
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ged. The difference between the growth modes at these sur-
faces can be related to the nature of their solid—melt inter-
faces. As discussed in Sec. IV C, the interface at the
close-packed surfaces is of larger physical extent than at the
open face (110), exhibiting a more gradual transition between
solid to liquid properties. Consequently, growth at the (111)
surface involves cooperative ordering over a region in the
melt (the diffuse interface) while at the (110) surface it pro-
ceeds in a layer by layer fashion. These conclusions are veri-
fied by direct observations of the stimulated systems during
growth.

Finally, we should emphasize that the observed crystalli-
zation velocities in our simulations (and in experiments on
rapid crystallization following pulsed laser or electron beam
radiation) coupled with the observed negligible degree of un-
dercooling at the interface cannot be analyzed in terms of the
conventional models of “continuous” growth. These models
are based on equilibrium concepts, employing equilibrium
properties and neglect cooperative effects. As we have dem-
onstrated, all of the above assumptions do not hold under
conditions of rapid solidification.
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