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An overlapping-atomic-charge-density model is used to construct muffin-tin potentials of surface ion
cores on the (100), (110), and (111) faces of aluminum. When applied to bulk ion cores, this model
leads to potentials whose associated elastic-low-energy electron diffraction (ELEED) intensities are
indistinguishable from those predicted by a “correct” self-consistent muffin-tin potential. Moreover, the
alterations in the ELEED intensities wrought by the differences between the surface and bulk potentials
are small relative to those caused by plausible variations of the vacuum-solid boundary conditions
among those commonly used by the various theoretical groups specializing in intensity calculations. The
enhanced vibrations of the surface ion cores relative to those in the bulk, however, can lead to
substantial changes in the ELEED intensities at fixed temperature as well as in the temperature
dependence of these intensities. When their consequences are incorporated into the model, excellent
correspondence with experimental ELEED spectra on Al(111) is achieved, but the comparable
correspondence for Al(100) is poor. The absolute intensities of ELEED spectra from a planar Al(100)
surface can be described by the model only if surface-plasmon loss processes are regarded as extending
the inelastic collision damping about one lattice spacing in front of the outermost layer of ion cores.

1. INTRODUCTION

It is widely believed, as may be discerned from
inspection of any recent review of the topic, 1-5 that
the major application anticipated for elastic low-
energy-electron diffraction (ELEED) is the deter-
mination of the geometrical structure of the outer-
most few layers of a crystalline solid. For this
application to be realized, however, requires a
precisely specified knowledge of the other aspects
of the electron-solid force law so that uncertain-
ties in, say, the electron-ion-core scattering fac-
tors can be separated from those in the positions
of the scatterers. This requirement, in turn, has
appeared to become more critical as various work-
ers®~® have recognized that only the top few layers
of the solid contribute to the observed ELEED in-
tensities and, indeed, the electronic and vibration-
al properties of these layers can differ significant-
ly from those in the “bulk” of the solid. ®

In contrast to this expectation of surface sensi-
tivity, however, a wide variety of studies5" 81015
have revealed that for the close-packed faces of
several metals (especially aluminum and copper),
calculations using various bulk band-structure po-
tentials and adjustable complex one-electron opti-
cal (or “inner”) potentials provide comparable and
quite tolerable descriptions of observed “isother-
mal” room-temperature ELEED intensities. This
result is perhaps surprising in light of the early,
almost universal, anticipation'!*!*-!® that the meth-
od of evaluating the electron-ion-core potentials
was likely to exert a strong influence on the result-
ing ELEED intensities. Because of the importance
of this topic in separating electronic from geomet-
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rical effects in the case of adsorbed monolay-
ers, %1920 ywe decided to extend previous analy-
ses’~810-1515,16,21,22 of BT EED from the low-index
faces of aluminum in order to examine this separ-
ation in a case which has been studied, both ex-
perimentally and theoretically, by several groups
in different laboratories.

We focus our attention on four central issues.

(i) Given that differing boundary conditions,
methods of calculation, and potentials have been
used in calculating ELEED intensities from alu-
minum, we first assess the effect of each of these
individually on the ensuing model predictions.

(ii) Having discovered in (i) that a simple model
of overlapping charge densities yields ELEED in-
tensities essentially indistinguishable from those
of a properly self-consistent potential, we use this
model to calculate the altered surface electron-—
ion-core potentials (due to different atomic coor-
dination) at the (100), (110), and (111) surfaces of
aluminum. We show that despite substantial
changes in potential, the predicted ELEED inten-
sities remain almost unaffected by these “electronic”
surface effects. Although earlier analyses have
been given®®!€:22 of the consequences of differing
bulk and surface electron-ion-core scattering fac-
tors, the present analysis is the first to incorpo-
rate a calculation of the changes in these scattering
factors using a plausible microscopic model which
is demonstrated to be adequate in the case of “bulk”
ion cores.

(iii) Recognizing that the electronic inequivalence
of the surface and bulk scatterers is of minor sig-
nificance in these calculations of ELEED intensi-
ties, we then examine the importance of their vi-
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brational inequivalence. The consequences of the
enhanced vibrational amplitudes of surface scat-
terers can be quite striking, especially in that this
phenomenon preferentially obliterates the smaller
(or “secondary”) peaks in the scattered intensity
relative to the prominent ones. An important sub-
sidiary issue arises in this context which we are
not able to resolve completely: the compatibility
of models constructed to describe the temperature
dependence of prominent peaks in the ELEED in-
tensities® with those which are utilized to analyze
alterations in these intensities with changing beam
parameters at fixed temperature. 781017

(iv) Finally we examine, for the first time, the
quantitative question of the prediction of the abso-
lute magnitude of ELEED intensities from aluminum
by the theoretical models. Burkstrand’s data® on
A1(100) indicate that straigntforward versions of
the model, including surface vibrational effects and
using large damping, lead to predicted intensities
almost an order of magnitude larger than those ob-
served. Only the extension of the optical potential
several angstroms outside the ion cores (as could
be due, e.g., to surface-plasmon creation by the
incident electron®) or the assumption of planar
scattering areas much smaller than the diameter
of the incident electron beam can explain this puz-
zle.

We proceed in five steps. In Sec. II we review
the parameters which specify our model electron-
solid interaction and examine the ELEED intensi-
ties predicted using various boundary conditions in
Sec. II. Then we turn our attention to the conse-
quences of surface electronic and vibrational phe-
nomena in Secs. IV and V, respectively. The ques-
tion of absolute intensities is discussed in Sec. VI
and a synopsis of our results is given in Sec. VII

II. MODEL PARAMETERS

Since the computational procedure used in our
analysis already has been described by Laramore
and Duke, ’ we confine our discussion of the model
to a recapitulation of the definition of its parame-
ters. Three types of these parameters occur:
those describing the electron-ion-core potential in
a rigid lattice, those describing the electron-elec-
tron—-interaction-induced “optical” potential, and
those describing the thermal motions of the ion
cores. We discuss each in turn,

The electron-ion-core interaction in a rigid lat-
tice is described by a one-electron muffin-tin po-
tential. Specifically, we consider a model con-
sisting of spherically symmetrical ion-core poten-
tials within individual layers of the solid parallel to
the surface. #-2® For such potentials, the scatter-
ing of the electrons from an individual ion core is
specified by a sequence of phase shifts {§,(E)},
which depend on the angular momentum L =I7% and
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energy E of the incident electron relative to the
scatterer. All electron-ion-core interaction po-
tentials were characterized by evaluating the phase
shifts for /=4 and energies in the range 0 <E =180
eV by numerical integration of the Schrodinger
equations associated with the individual ion cores.
In our evlauation of the ELEED intensities, how-
ever, only the first three phase shifts, /=2, were
used, "® thereby limiting the quantitative validity
of our analysis to energies E =80 eV.

The ion-core potentials themselves were evaluat-
ed using an overlapping-atomic-charge-density
model and compared at various stages of the cal-
culation with the self-consistent potential obtained
by Snow?® as applied to the analysis of ELEED in-
tensities by Marcus, Jepsen, and Jona. %1% we
proceed in two steps. First, the crystal potential
V,(r) is calculated, and then it is reduced to the
muffin-tin form for evaluation of the phase shifts.
The crystal potential is calculated using the ex-

pression®’

2 2 r ©
V.(r)=- ZT" +e7 oo(t)dt - ezL ";—t) dt
3a(r) \!2
- 362(321'272) (1)

in which o(7) is the electronic radial number den-
sity at a distance 7 from an ion core at »=0. The
last term in Eq. (1) is the Slater approximation®
to the exchange energy. The symbol Z designates
the atomic number and e is the elemental elec-
tronic charge. Our overlapping-atomic-charge-
density model is defined by the use of a crystal
charge density, o(F), at a given point T which is
the superposition of atomic charge densities of the
constituents of the crystal, i.e.,

U(F) =Z> Oatomic (; - ﬁ'n) . (2)

The atomic charge densities 0,4om;c(T), are cal-
culated using a computer program essentially iden-
tical to that of Herman and Skillman.3° Only the
spherically symmetric component of the crystal
charge density at a given site was used in Eq. (1),
and this component was evaluated using Lowdin’s
a-function expansion®? as described by Mattheiss. 33
The expansion over lattice sites in Eq. (2) was
carried out over the three nearest shells of neigh-
bors of a given ion core.

Once the crystal potential in a given Wigner-
Seitz call has been obtained, however, we still
must reduce it to muffin-tin form in order to achieve
the spherical symmetry required for the calcula-
tion of the electron scattering phase shifts. We
take the radius of the muffin-tin spheres to be one-
half of the nearest-neighbor distance, #,=2.7 a.u.
=1.4284 A. The value of the constant potential in
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between these spheres was selected in one of two
ways. In the first, leading to the potential which
we label by 1, it was chosen to equal Snow’s
(“uncorrected”) value?® (i.e., —0.831054 Ry)
everywhere. This choice leads to core potentials
which depend explicitly on the layer index for the
uppermost three layers of the low-index faces of
aluminum because of the differing coordination of
the ion cores in these layers. Moreover, the
“pbulk” potential obtained in this fashion differs
from Snow’s self-consistent potential essentially
by only an additive constant. In our overlapping-
atomic-charge-density model, however, the aver-
age potential in between, as well as within, the
muffin-tin spheres depends on the layer index in
the upper three layers of the crystal, decreasing
in magnitude as the surface is approached. This
fact motivated our second choice of the values of
the muffin-tin constants, leading to the potential
labeled by 2. In this case the constant potential(s)
in between the muffin tins in a given layer were
taken to equal the average value of the atomic po-
tential in this region for each different atomic lay-
er parallel to the surface. As in the first method,
this choice gives rise to discontinuities in the po-
tential at the muffin-tin radius which depend ex-
plicitly on the layer index. In the ultimate applica-
tion of this potential to evaluate ELEED intensities,
these discontinuities but not the change in average
potential from one layer to the next were incorpo-
rated into the model potential. Evidently, the core
potentials are the same in both models. Their ap-
preciable change as the surface of the solid is ap-
proached is given in Table I for the case of Al(111)

TABLE 1. Tabulation of surface layer (Vy), second
layer (V,), and bulk (V) core potentials for Al (111) pre-
dicted by the overlapping-atomic-charge-density model.
(ry,=2.7 a.u.) Energies are given in Ry and distances
in a.u. The muffin-tin potential obtained using method 2
is indicated as V.

v - Vi) = Va(») - Vs(r)
0.1 203,17 203. 20 203. 20
0.3 44,90 44,92 44.92
0.5 19.52 19.55 19.55
0.7 10.78 10. 81 10. 81
0.9 6. 813 6. 845 6. 845
1.1 4,677 4.713 4.713
1.3 3,443 3.485 3.485
1.5 2,705 2,754 2,754
1.7 2. 229 2.285 2.285
1.9 1.897 1.961 1.961
2.1 1.655 1.728 1.728
2.3 1.477 1.562 1.562
2.5 1.351 1.449 1.450
2.7 1.267 1.381 1,382

-WP=1.232 - VP=1.359 - V(¥=1.360
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which we shall study extensively in Sec. III. As
can be seen from the table, for this face the poten-
tials in the second and third layers are almost iden-
tical, Such is not the case for either A1(100) or
Al1(110), both of which also were analyzed using our
model. The potentials for A1(100)(used to evaluate
the intensities which will be shown later in Figs.

1, 2, 5, 8, and 10) are tabulated in Table II,

The most significant feature of the changes in the
potentials of the surface ion cores is their increase
with increasing values of 7, reaching a maximum
AV~ 2 eV at the muffin-tin radius. This spatial
behavior is caused by the valence electrons re-
sponding to alterations in atomic coordination. As
one might expect, it leads to the consequence that
predominantly the low-partial-wave (I=<1), low-
energy (E <50 eV), and electron-ion-core phase
shifts are influenced by the atomic coordination.
This fact, implies, however, that our three par-
tial-wave calculation of ELEED intensities is quite
adequate for the discussion of electronic surface
effects because for E< 50 eV the /=3 phase shifts
are small relative to those for I =2,

We next turn to our discussion of the second type
of parameters, those associated with the electron-
electron—interaction-induced optical potential. In
Ref. 7 they are specified by taking the single-elec-
tron proper self-energy to assume the form

(E) = - Vo — il 2m(E + Vo) M3/ m, , (3)

in which Vj, is the real “inner potential” and ), is
the inelastic-collision damping length. Since one
of our interests here is comparing various model
calculations, however, we also shall use the form

Z(E)==Vy -iV,, (4a)

in which V; and V; are real energy-independent
constants. This form for the proper self-energy
renders our analysis roughly comparable to the
“no-reflection matching” boundary condition em-
ployed by Jepsen et al.,**® provided that after
calculating the intensities, we shift all energy
scales by an energy A defined by

Vi+A/cos®0=V, (4b)

for a beam with incident polar angle 8. The in-
elastic-collision-model computer program treats
k= (2mE/#%)'/2sin6 and E as the independent vari-
ables. Consequently, the use of a finite value of
A in Eq. (4b) changes only the value of momentum
normal to the surface k(¥ = (2mE/#%)'/%cos6 to k,
=[2m(E + Vy/cos%0)/n?]/%cos6. As a result, the
incident electron beam is refracted toward the
surface normal in such a fashion that its effective
angle of incidence is given by 6,,, = tan"[tan6/(1
+Vo/E cos?0)'/2]. The use of this value of the angle
of incidence and a corresponding Snell’s Law re-
fraction for the exit angle, however, is just the
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no-reflecting matching boundary condition of Jep-
sen et al. Therefore for the specular beam their
utilization of this boundary condition with an inner
potential A corresponds to our use of V;=0 and
A= V,/cos’.

The final parameters which we must specify are
those associated with the vibrational motion of the
atomic scatterers. This motion is incorporated
into the calculation of the ELEED intensities by a
renormalization of the rigid-lattice electron-ion-
core vertex. In the case of a rigid lattice, these
vertices are given by

L, =22 3 2 1)~ 1) x PR ),
Iym (53,)
k¥E)=2m[E - 2(E))/i® . (5b)

The index v labels the layer parallel to the surface
in which the ion core is found. The 8}(E) depend
explicitly on this index for v=3. The consequences
of the atomic vibrations of the lattice are intro-
duced, in an approximate way, 2’ by the multiplica-
tion of the rigid-lattice ¢ vertices by the associated
Debye-Waller factor. Using the spherical Debye
model of the lattice-vibration spectra we get

bv(l'{'/’ E) - t,(i(.', E)e-(E' -6 (1) , (62)

32 1 [T\ (°B/T xdx

Dy () |, %) ©
in which M, is the mass of the atoms in the layer
labeled by v, ©} is the Debye temperature describ-
ing the motion of the atoms in this layer, 3 T is the
temperature, and k is the Boltzmann’s constant.
The quantity b,(k’ K ) is the renormalized electron-
ion-core vertex which is expanded into three par-
tial-wave components (I <2) in our calculations of
ELEED intensities. For incident beam energies
EZ 80 eV it would seem advisable® to have higher
partial-wave components because both the ¢, vertex
and the Debye-Waller factor have appreciable com-
ponents for > 2. We expect, however, our analy-
sis to be qualitatively correct even though it may
overestimate the reduction in the calculated inten-
sities with increasing temperature. 2% [It is a
slight extension of Laramore’s® calculations in
that three partial waves in the Debye-Waller factor
are included in the expansion of b,(k’, k). ]

A variety of values for the bulk atomic Debye
temperature have been used inthe literature. Lara-
more and Duke” use €, = 426 °K, Jepsen et al, 18
employ ©p =418 °K, and Laramore?® utilizes 6,
=380 °K in accord with the most recent x-ray and
heat-capacity data.® For practical purposes these
three values are equivalent, and which we use in a
given case depends upon whose work with which we
wish to compare our calculations.

The only estimate of a surface Debye tempera-
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ture of aluminum is that of Laramore.® By ana-
lyzing the data of Quinto et al., *® using a model in
which only the surface ©, differed from that of the
bulk (©4>%=380°K), he obtained ©} = 180 °K for the
(100) face of aluminum. We shall use his results
to illustrate the consequences of the enhanced sur-
fact-ion-core vibrations for this face (See Secs. V
and VI.)

IIIl. BOUNDARY CONDITIONS AND COMPUTATIONAL
METHODS

As noted in the Introduction, a variety of mathe-
matical models and computational procedures have

been used to calculate the ELEED intensities from
the low-index surfaces of clean metals. Conse-

quently, it seemed appropriate to initiate our study
of surface efiects by examining the extent to which
the predictions of the various models can be ex-
pected to vary because of those features of the mod-
els which are unrelated to surface phenomena per
se but which must be defined in order to perform
the calculations and for which different workers
have used different definitions. This examination
provides an estimate of the intrinsic discrepancies
between the various model ELEED intensities which
may be regardedas constituting a theoretical “back-
ground” uncertainty in these intensities. This un-
certainty must be exceeded by the consequences of
surface phenomena before these phenomena can be
regarded as being of major significance in current
analyses of ELEED. We proceed by illustrating

the consequences of various models of the bulk
electron—ion-core potential, and those of different
surface-boundary conditions. This section is con-

TABLE II. Tabulation of the surface layer (V;), sec-
ond layer (V,), and bulk (Vg) core potentials for A1(100)
predicted by the overlapping-atomic-charge-density mod-
el. (ry =2.7 a.u.) Energies are given in Ry and dis-
tances in a.u. The muffin-tin potential obtained using
method 2 is indicated as V.

r -Vi@) = Va(r) = Vg)
0.1 203. 16 203. 20 203.20
0.3 44,89 44,92 44,92
0.5 19.51 19.55 19.55
0.7 10.78 10. 81 10. 81
0.9 6. 805 6. 844 6.845
1.1 4.667 4.7112 4.713
1.3 3.432 3.484 3.485
1.5 2,692 2.752 2.754
1.7 2,214 2,283 2,285
1.9 1. 880 1.959 1.961
2.1 1.635 1.726 1.728
2.3 1.454 1.560 1.562
2.5 1.323 1. 447 1.450
2.7 1.235 1.379 1.382

-vi¥=1.196 -V ®=1.8357 -V{*=1.360
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cluded with an explicit comparison of our calcula-
tions with those of Jepsen et al. 'S

Turning to our first topic, we recall”!! that since
in the inelastic collision model the values of & are
complex, strictly speaking the Y;,(k) in expres-
sions like Eq. (5a) are not defined. In both Refs.
7 and 11 this issue was resolved by writing the Y,
as functions of %,, k,, and k(E), and explicitly de-
fining the Y;, (k) by these expressions taking k(E) to
be complex as determined by Eq. (5b) and &,(g, E)
as defined by the conservation of energy and the
component of momentum parallel to the surface,
ie.,”

K@, E)=2mlE - S(E))/i® - (K, +£)?, (7a)

kZ=2mE sin®0/n? , (o)

Several alternative definitions of Y;%(%’) in terms
of the complex perpendicular momentum of the exit-
ing beam have been proposed. Realizing that the
exiting beam propagates in the z <0 direction,

- k,(g, E) was employed by Laramore and Duke. ’
On the other hand, requiring that all complex wave
numbers % must lie in the upper half % plane®®
would result in the use of —%,(g, E). The conse-
quences of the two choices are illustrated in Fig.

1. The intensity profile labeled “Snow-1” is com-
puted using the first form - k,(g, E) and that labeled
“Snow-2” was computed using - %,(g, E). Evidently
in the second version the intensities at lower ener-
gies (i.e., ES50 eV) change slightly, although
their qualitative features remain unaltered. The
changes on Al(111) proved much more substantial,
however, and included the obliteration of an (ob-
served) peak at E =15 eV in the intensity profile of
the (00) beam. Moreover, the external beam

Y ;,,,(IE) are inserted into the theory by definition, for
dissipative electron propagation inside the solid
(i.e., they supplant the ordinary joining conditions
between the “vacuum” and the solid®®). Therefore
it seemed appropriate to explore the consequences
of using other plausible boundary-value prescrip-
tions for the ¥;,(k). The most obvious of these is
the use of the asymptotic external values of 2 and
k.. The intensity profiles obtained using this pre-
scription are labeled “Snow-3” in Fig. 1. Substan-
tial differences occur for E < 30 eV between the
profiles calculated on both A1(100) and Al(111) using
these two boundary conditions, either of which is
perhaps defensible since, in both cases, the
diffraction inside the solid is calculated using the
complex k values specified by Egs. (7). A third
plausible boundary condition, motivated by the re-
quirement that the Y,,,() for complex k mix the
real and imaginary parts of the total partial-wave
scattering matrices in the calculation of the cross
section in a fashion analogous to this mixing for
real k, is that in the final expression for the cross
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section we take Y% (2')=Y;,(2'). Intensity profiles
predicted by this external-beam boundary condition
are indicated as “Snow-4” in Fig. 1. An extensive
series of calculations for A1(100) and Al(111) have

T T T T T
s Al (l00):©=20° ¢$=45° |
L VitleTev  Verdev
(00) BEAM N
3
2
1
Eo
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£,
8
[}
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[¢)
1
[ { + 1 { 1
3 (TT) BEAM SNOW-1
21— B
I+ ]
£ o SNOW-2|
[ . _
E o _
e | NOW -3
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o— NOW -4+
"~ -
or— PRESENTH
[} o -
o ! 1 ] 1
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ENERGY (eV)

FIG. 1. Intensity profiles for the (00) and (I11) beams
electrons incident on A1(100) at an angle of incidence of
20° along a (010) azimuth. Our conventions for label-
ing the azimuthal angles are taken to be those of Jona
(Ref. 37). The curves labeled “Snow-1” are calculations
of these intensities based on Snow ‘s potential (Ref. 29) as
used by Jepsen et al. (Ref. 11) performed using the com-
puter program written by Laramore and Duke (Ref. 7).
Those labeled “Snow-2" are based on the same potential
but performed using a version of the Laramore-Duke pro-
gram in which complex values of 2 and %, in the upper-
half comglex k plane are used consistently to calculate
both ¥;,(2) and ¥,% (). [As noted in the text, Laramore
and Duke used —%{/k in calculating ¥, X(£’) thereby ren-
dering — k] a number in the lower-half complex & plane.
The profiles labeled “Snow-3” were calculated using the
real asymptotic values of £ outside the solid in evaluating
the ¥;,(k). Those designated as “Snow-4” were obtained
using the same Y,,,(£) as in the “Snow-2"*, but defining
Y i(8) = Y,,,(8) for complex values of k. The set of
curves labeled “present” were evaluated using the latter
boundary conditions but with the electron—ion-core phase
shifts for bulk aluminum predicted by our overlapping-
atomic-charge-density model (see Sec. II). All calcula-
tions were performed neglecting the thermal motions of
the ion cores.
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been performed using all three sets of boundary
conditions. The use of either the original or the
latter two boundary conditions gives generally sat-
isfactory descriptions of Jona’s experimental data®’
and a reasonable correspondence with the layer
Korringa-Kohn-Rostoker (KKR) method of Jepsen
et al.'** Since this correspondence is slightly
better over all using the “Snow-4” boundary pre-
scription, however, in the figures we show the
corresponding intensity profiles (although those
predicted by the other boundary conditions were
evaluated also).

A second result illustrated in Fig. 1 is the insen-
sitivity of the calculated ELEED intensities to the
choice of model potential in the case that the “bulk”
potential is used to describe electron scattering
from all of the ion cores. The intensity profiles
labeled Snow-4 and “present” in Fig. 1 are our
model predictions using Snow’s self-consistent po-
tential'**2? and our bulk overlapping -atomic-charge-
density potential (see Sec. II). The distinction be-
tween the two is barely discernible on the scale of
the figure, a result which we found true for a vari-
ety of angles of incidence on A1(100). We did not
bother to explicitly check this particular result on
the other low-index faces because of the extremely
small magnitude of the dependence of the ELEED
intensities on the bulk potential. It is, however,
an important result since it implies that our simple
overlapping atomic-charge-density model of the
potential may well be adequate for the study of me-
tallic (i.e., small-charge-transfer) chemisorption
systems as well as clean metals. Yet it stands in
sharp contrast to the conclusions drawn by Pendry'®
from his study of ELEED spectra from the (100)
surface of copper. He states that “these spectra
are much more sensitive to the details of the ion-
core scattering than anticipated” so that a “slight
disturbance in the (ion-core scattering) mechanism
will produce disproportionately large changes in the
spectra.”3? The difference between our results and
Pendry’s cannot be attributed to the general mag-
nitude of the damping, because Pendry takes V,
=4,0 eV: almost identical to our value of 4.1 eV,
It would be tempting to argue that the discrepancy
is caused by the stronger ion-core scattering in
Cu. In a series of preliminary calculations, how-
ever, Marcus et al.* find results almost identical
to ours for both Al(100) and Cu(100). Moreover,
similar results for Ni(100) have been obtained in
preliminary calculations by Tong et al.*' Since
Pendry does not state the precise prescription
which he used to evaluate his “Slater potential, ”*?
it is not possible to identify definitively the source
of the discrepancy between his conclusions and
those of Marcus et al.*° and the present paper. It
seems most likely, however, that it resides in his
failure to use a muffin-tin model potential to de-
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scribe the consequences of the overlapping long-
range parts of the atomic potentials, It is well
known that the Slater exchange approximation fails
to give an adequate description of the long-range
part of either atomic® or crystalline® potentials.
Having noted the generally insignificant conse-
quences on calculated ELEED spectra of using dif-
ferent reasonable model potentials to describe the
bulk electron-ion-core interaction, we now exam-
ine the influence on these spectra of the different
surface boundary conditions used by Jepsen et
al. 1540 and Laramore and Duke, "% respectively.
We recall from Ref. 5 and Eqs. (4) that the essen-
tial differences in the two boundary conditions in-
volve the treatment of the electron reflection from
the solid-vacuum boundary layer itself (whose ef-
fects have been discussed elsewhere®!!) and the
order of the two operations of including an “inner -
potential” shift in the energy scale and evaluating
the ELEED spectra. Figure 2 illustrates spectra
calculated for a net 16.7-eV inner-potential shift
inserted into the calculation in three possible ways:
ab initio (V;=16,7 eV), after completion of the cal-
culation (A=16.7 eV), and a mixture of the two
(V;=7.5¢eV, A=9.2 eV). Comparison of the last

Al (100} : @ £20°" g='45°
SNOW POTENTIAL Vo=4.|leV

: (00) BEAM

Ioo (PERCENT)
O —0 — O — M i

Iy (PERCENT)
O —0 — 0 — N W

I |
60 80 00

1 I
20 40
ENERGY (eV)

o

FIG. 2. Intensity profiles for electrons incident on
Al1(100) at an angle of incidence of 20° along a (010) azi-
muth. The three profiles for each of the (00) and (17)
beams illustrate the consequences of using various com-
binations of real self-energies and shifts in the energy
scale as discussed in association with Eqgs. (4) in the
text. The electron—ion-core potential used in the calcu-
lations is that of Snow (Ref. 29) as applied by Jepsen et
al. (Ref. 11). The thermal motions of the ion cores
were neglected in these computations.
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two cases provides a direct comparison of the
spectra calculated using the boundary conditions of
Laramore and Duke (V;=7.5 eV) and of Jepsen et
al. (Vy=0) for the value of the inner-potential shift
(7.5 eV) used by the latter. The observed differ-
ences in the two sets of spectra, while leaving the
qualitative appearance of the intensity profiles un-
altered, are much larger than those evident either
in Fig. 1 or in the analyses of Marcus et al. *°
between spectra predicted by different plausible
models of the electron-ion-core potential. More-
over, it is significant that these differences per-
sist to quite large energies [because of the influence
of the value of V; on that of Imk(E)]. For example,
the intensity of the maximum at E=173 eV is re-
duced by 50% when V; is taken to be zero and A to
be 16.7 eV rather than conversely. Thus we see
that differences in boundary conditions, which usu-
ally are ignored, ° cause changes in the ELEED
spectra which are large relative to those associat-
ed with the use of different but sensible bulk elec-
tron-ion-core potentials.

We now turn to our final topic in this section:
the comparison of our calculations of ELEED in-
tensities with those of Jepsen et al.'"'® Given the
sensitivity of the intensities to the boundary con-
ditions, we see that we cannot expect a detailed
correspondence between the two of these otherwise
identical calculations because of their use of dif-
fering vacuum-solid joining conditions*® and treat-
ments of the thermal motions of the atoms. * Nev-
ertheless, a comparison of the predictions of the
two models for the specular beam of electrons dif-
fracted from A1(100), Al(110), and Al(111), using
V1=0, V,=4.1¢eV, ©,=418°K, and Snow’s poten-
tial as used by Jepsen et al., ! revealed almost in-
discernible differences in the line shapes, for
EZ170 eV near normal incidence, but increasing
differences even at low energies for increasing
angles of incidence. These differences were in-
sensitive to the choice of model potential, as ex-
pected from our earlier discussion. At energies
EZ10 eV the two model spectra often differ sub-
stantially because of our restriction to three par-
tial waves. A fairly extensive study of the non-
specular beams was undertaken for Al(111) because
of the availability of “no-reflection matching” cal-
culations by Jepsen et al.® for this case. The in-
dexing of the nonspecular beams for the (111) face
of fcc metals is indicated in Fig. 3. Typical re-
sults (obtained using our overlapping-atomic -
charge-density model, however, since the choice
of potential proved relatively unimportant) are
shown in Fig. 4. Both calculations reproduce the
main features of Jona’s data rather faithfully with
the present results looking noticeably better for
some beams [e.g., the (01), (10), and (11) beams]
and the spectra of Jepsen et al. appearing more
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FIG. 3. Schematic diagram of the indexing of the non-

specular beams for an incident beam azimuth of ¢ =60°

on Al(111), The numbering of the beams is that of Jepsen
et al. (Ref, 15) whereas the indexing is due to Jona (Ref.
37).

adequate for others [e.g., the (10) and (11 )beams].
The differences between the two calculations near
the thresholds for the nonspecular beams is attri-
buted to the differing wave function joining condi-
tions intrinsic to the multiple scattering™3® and
layer-KKR!! methods. Small differences in the
higher-energy (E2 50 eV) line shapes easily can be
caused by the inclusion of Jepsen et al. of more
partial waves in their analysis. It should be
emphasized, however, that niether calculation re-
liably reproduces the energies of maxima in the in-
tensities to better than about +3 eV.

Finally, the different prescriptions** used by
Laramore and Duke” ®'# and by Jepsen et al. ! to
combine the effects of lattice vibrations with those
of the rigid-lattice ion-core scattering usually do
not create noticeable differences in the isothermal
ELEED spectra. The insensitivity of these spectra
to the lattice vibration boundary conditions persists,
moreover, in the temperature dependences of the
spectra predicted by the two methods, respectively.
It is customary®'%"+38 to define an effective Debye
temperature, ©%*(Ey), associated with a prominent
peak at energy Eg in the ELEED intensity profiles,
in terms of the high-temperature limit, 7> ©,,
of Eq. (6b), i.e.,

W,(T)— 3K%T/2M,k(©%)3. (8a)

In this limit, a single scattering model leads to the
temperature dependence of the intensity I(Eg) of
such a peak being given by

dInI(Es))/dT = - H{[ k., E) +k.(0, E)]*+g% (8b)

Y=3n%/ M €% (Ep)]2. (8c)
The quantity M designates the mass of the identical
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FIG. 4. Intensity profiles for electrons incident on

Al(111) at an angle of incidence e =5° along a (112) azi-
muth. The curves labeled JONA are the experimental
data of Jona (Ref. 37) whereas those labeled JMJ are the
calculations of Jepsen et al. (Ref. 15). The unlabeled
curves are our calculations performed using the poten-
tial predicted by our overlapping-charge-density model
using the local average potential to define the muffin-tin
energy zero (i.e., potential 2 described in Sec. II). The
phase shifts obtained from this potential are shown in
Fig. 7. The models of the inner potential and thermal
vibrations were chosen to correspond directly with those
used by Jepsen et al., i.e., Vi=0, V,=4.1eV, A=T7.5
eV, and @%= 418°K for all layers. The intensity scales
for our calculations are in percent whereas those for
Jona’s data and the calculations of Jepsen et al. are
arbitrary.

atoms on the presumed clean metal surface; g is
the surface-reciprocal-net vector associated with
the scattered beam in which the observed peak (at
energy Ejp) is found; and %, designates an external
perpendicular wave vector of an electron [obtained
using Z(E)=0 in Eq. (5b)]. Equations (8) provide
the requisite definition of ©ff(E5) in terms of the
predicted temperature dependence of the ELEED
spectra. Table III illustrates the values of ©3f ob-
tained using this definition from ELEED spectra
evaluated following the two different prescriptions. 4
Both prescriptions lead to values for ©%*(Ez) which
are identical within the scatter of the calculated in-
tensities. The input ©} parameters were taken
from Laramore’s analysis® of the temperature de-
pendence of ELEED spectra on Al(100). A dis-
cussion of the interpretation of these results is
given in Sec. V.

Summarizing, in Sec. III we have examined the
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sensitivity of our model’s predictions of ELEED in-
tensities to input assumptions not specifically as-
sociated with surface phenomena. We found that
various plausible models of the bulk electron-ion-
core potentials all lead to essentially identical
ELEED spectra, as do both™!! of the common meth-
ods of including lattice vibrations into the model.
Therefore the predicted intensities are quite in-
sensitive to uncertainties in the description of elec-
tron scattering from bulk vibrating ion cores. We
discovered, however, a substantial dependence of
the predicted low-energy (ES 30 eV) ELEED line
shapes on the boundary conditions used to join the
wave functions inside and outside the crystal.
Moreover, the magnitude of this dependence in-
creases with increasing angle of incidence. Given
the uncertainties introduced by the use of differing
boundary conditions, our calculations are in quite
satisfactory agreement with those of Jepsen et

al. 1'% thereby providing a comforting check on
both groups’ computer programing.

IV. ELECTRONIC STRUCTURE OF SURFACE ION CORES

We already have seen that the one-electron po-
tential of an ion core depends on its atomic coor-
dination. In Sec. IV we discuss the consequences
in the evaluation of ELEED spectra of the altered
coordination of ion cores near the low-index sur-
faces of aluminum as described by our overlapping-
atomic-charge-density model. Obviously, other
types of surface phenomena, associated with the
abrupt termination of the valence-electron charge
density, also occur® (e.g., surface states and sur-
face-state resonances). We do not discuss these

TABLE IIl. Values of the effective Debye tempera-
tures Ot (Ep), associated with different peaks in the
ELEED spectra of normal-incidence electrons diffracted
from Al(111). The center column gives the results ob-
tained from the analysis of Ref. 7 and the right-hand
column from that of Ref. 11 (Ref. 44). In both calcula-
tions ®5=1 =180°K and ®%'=380°K were utilized together
with the other model parameters used to evaluate the
spectra shown in Fig. 4.

Peak energy Eg, and

eff (o o
beam index (kk) (units 0p" (K 5" ('K)
in eV),
27.5 (00) 282+10 271 +9
57.5 (00) 301+14 300+14
112.5 (00) 432 +31 438 +30
175 (00) 470+16 472 +16
50 (11) 284 £10 286+9
90 (11) 332 +22 331 +20
142.5 (1 1) 424 +24 425 £25
37.5 (01) 1904 194 +4
60 (0T) 246 +12 247 +11
105 (0 1) 37330 376 +31
165 (01) 432+19 435 +20
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latter effects here, although they may have some
relevance to ELEED for lower incident electron
energies®!* (e.g., below about 20 eV).

The changes in the electron-ion-core potentials
caused by the altered atomic coordination on the
A1(100) surface are tabulated in Table II. The as-
sociated changes in the ELEED spectra for nor-
mally incident electrons are illustrated in Fig. 5.
It is apparent from the figure that our two methods
(see Sec. II) of computing the bulk electron-ion-
core potential from the overlapping-atomic-charge-
density model give essentially identical ELEED
spectra. Moreover, including a description by
either method of the altered electronic structure
of surface ion cores creates almost imperceptible
alterations in the ELEED intensities. The largest
effect occurs in the 52-eV peak as described by
method 2. Its energy is reduced by 1 eV and its
height augmented by about 10% when the electronic
structure of the surface scatterers is incorporated
into the model.

Recalling that the potentials at the muffin-tin
radius change by as much as 2 eV for the surface
scatterers relative to their bulk counterparts, it
is informative to examine the associated modifica-
tions of the phase shifts. Figures 6 and 7 illus-
trate these modifications in the case of A1(111),
The phase shifts are evaluated for potentials cal-

Al (100):8 = 4= 0
V) =7.5eV Vz2=4.leV

| (00) BEAM

1.0
BULK-I|

- 05
g 0
i SURFACE-I
o O
R BULK-2
0
asl- SURFACE-2 |

_—J ]
(o} 20 40 60 80 100
ENERGY (eV)

FIG. 5. Intensity profiles for the (00) beam of nor-
mally incident electrons elastically diffracted from
Al1(100). The profiles labeled “Bulk-1"” and “Bulk-2”"
were evaluated using bulk phase shifts obtained from the
overlapping-atomic-charge-density model using methods
1 and 2, respectively as described in Sec. II in the text.
Those labeled “Surface-1” and “Surface-2” were calcu-
lated using phase shifts obtained from this model by fol-
lowing methods 1 and 2, respectively, as defined in Sec.
II. The parameters describing the optical potential are
noted in the figure, All calculations were performed for
a rigid lattice.
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FIG. 6. Phase shifts describing electron scattering

from bulk and surface—ion-cores near the (111) face of
aluminum. The “bulk” phase shifts describe all ion cores
in layers parallel to the surface from the third layer in-
ward. The phase shifts associated with ion cores in the
second layer lie between those shown for the top and

third layers. These phase shifts were evaluated using
method 1 described in Sec. II of the text.

culated using methods 1 and 2, respectively, as
described in Sec. II. The potentials obtained using
method 2 are tabulated in Table I. The qualitative
features of all the phase-shift-versus—electron-
energy curves are identical, although for ES 50-eV
differences in detail do occur. For example, it is
clear that method 2 predicts substantially enhanced
s- and p-wave scattering by the surface ion cores

Al (lll) PHASE SHIFTS
. T

05

-05

PHASE SHIFT (rad)

SURFACE

1 1 | |
o 20 40 60 80 100
ENERGY (eV)

FIG. 7. Phase shifts describing electron scattering
from bulk and surface ion cores near the (111) face of
aluminum. The “bulk” phase shifts describe all ion cores
in layers parallel to the surface from the third layer in-
ward. The phase shifts associated with ion cores in the
second layer lie between those shown for the top and
third layers. These phase shifts were calculated using
method 2 described in Sec. II of the text.
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for E <20 eV, whereas method 1 predicts reduced
scattering in this region. This result is, of course,
expected from the construction of the methods be-
cause method 1 neglects the changes in the average
potential in the flat regions of the muffin tin caused
by the reduced surface-atom coordination. The in-
tensity profiles shown in Fig. 4 were calculated
using the phase shifts shown in Fig. 7 obtained
from the potential tabulated in Table I. All of the
phase shifts shown in Figs. 6 and 7 are quite close
to the values used by Jepsen et al.,** although qual-
itatively different from those of Tong and Rhodin!®
and of Laramore et al. "2

Combining the above results with those obtained
in Sec. III, we derive two important conclusions.
First, changes in the electron-ion-core scattering
associated with changes in atomic coordination (in
the absence of charge transfer) at a solid surface
are small and are comparable to those induced by
different plausible models of the bulk electron-ion-
core potential. Second, alterations in ELEED
spectra caused by either of these two sources of
changed ion-core scattering are negliglble com-
pared to those caused by different surface boundary
conditions for E<100 eV and by the inclusion of
12 3 partial waves for E2Z70 eV.

V. SURFACE VIBRATIONAL STRUCTURE

In this section we examine the consequences of
the enhanced vibrations of the surface relative to
the bulk ion cores. This examination is a neces-
sary prerequisite to our study in Sec. VI of the ab-
solute magnitudes of ELEED intensities since the
larger surface-atom motion easily can reduce the
calculated intensities by factors of 2-3. More-
over, it is informative to evaluate the consequences
on the ELEED line shapes for Al(111) (reported in
Sec. II) of the surface vibrational parameters es-
timated by Laramore?® in his study of A1(100). In-
deed, one of our more interesting findings is an
apparent incompatibility between the observed line
shapes and temperature dependence of the data of
Quinto et al.% on A1(100), although no analogous
incompatibility appears to arise for Al(111), Most
of the studies reported in both this section and Sec.
VI were motivated by the objective of simultaneous-
ly achieving a description of the absolute magni-
tudes, line shapes, and temperature dependence
of measured ELEED spectra from A1(100) and
Al(111), [Al1(110) was not considered because our
hypothesis of a planar surface is thought to be in-
correct for existing experimental studies of this
surface. "'%**] Even the qualitative achievement of
this objective has proven surprisingly elusive.

Upon using our three-phase-shift program with
Laramore’s Debye-temperature parameters (Og
=0451=180°K, ©,=0%"=380°K), we found imme-
diately that at room temperature, all of the “sec-
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ondary” structure disappeared. This result is
illustrated in Fig. 8. This figure also illustrates
that the secondary structure appears both at low
temperatures and at room temperature when O
=0,=380°K. We also verified that it appears at
room temperature when both the surface and bulk
Debye temperatures are taken to have the surface
value ©,=05=180°K. Consequently, its disap-
pearance appears unique to the high temperature,
large-surface-vibration limit that 7>©g5, ©4<6p.
Laramore anticipated this result from his analysis

T T T T T T
Al (I00) 8=¢=5° (00)BEAM
| Vi=l2eV  V =4.le¥  9,=380
10
5 =
83=0p ,T=77
1= 1=<2
| .
O5=180 , T=77
1=<2
e 85 8p,T=298
_ 1s2
R
° 95 -8, T-298
g‘ H— 1s4
65180 ,T=298
2s=4
| r
65180 ,T= 298
Is2
| —
EXPERIMENT
(QHR)
| 1 | | | |
20 40 60 80 100 120
ENERGY (eV)
FIG. 8. Intensity profiles for the (00) beam of elec-

trons incident on A1(100) at an angle of incidence of 5°
along an azimuth which is 5° off a (010) direction. The
upper four profiles are calculated using the potential pre-
dicted by our overlapping-atomic-charge-density model
evaluated according to method 2 described in Sec. II

The lowest panel illustrates intensities measured at
298°K by Quinto et al. (Ref. 36). The optical-potential
parameters, effective Debye temperatures, and number
of phase shifts (i.e., three for I =2 or five for I = 4) are
indicated in the figure. The value of @5 =180°K=0%" is
obtained from an analysis of the temperature dependence
of the larger peaks in the intensity profile (Ref. 23). The
profiles for I = 4 were calculated by G. E. Laramore of
Sandia Laboratories.



2464 DUKE, LIPARI,

of A1(100) based on an isotropic description of the
lattice-vibration contributions to the electron-ion-
core scattering amplitude.® He attributed it to the
failure to use five partial waves (I =4) in his de-
scription of this scattering. In order to examine
the sensitivity of the temperature dependence of the
profiles to the level of description of the elastic
scattering vertex, calculations using five partial
waves (I=4) were performed, for ©5=06,=380°K
and ©5 =180 °K at room temperature. The results
of these calculations also are shown in Fig. 8.
They indicate that only a slight improvement in the
description of the secondary structure is achieved
for ©5 =180 °K by including an extra two partial
waves in the calculation. Thus, the failure to si-
multaneously predict the line shapes and tempera-
ture dependence of ELEED spectra from A1(100)
seems to be related to short-comings of the repre-
sentation of the temperature dependence of the
scattering vertices rather than to limitations of the
multiple scattering analysis.

In order to pursue this question further, we de-
cided to undertake a study of the sensitivity of the
ELEED spectra from Al(111) to the enhanced vibra-
tions of surface ion cores. Figure 9 illustrates the
consequences of a larger value of the imaginary
part of the optical potential [as suggested by Lara-
more’s analysis® for Al(100)] and of ©,=36, on the
Al(111) ELEED spectra shown in Fig. 4. Evident-
ly, the model’s description of the experimental line
shapes is, if anything, improved by these altera-
tions in its parameters. While the two changes re-
duce the absolute intensities by a factor of 2-3 for
E$100 eV, they do not alter substantially the room-
temperature line shapes themselves: a sharp con-

Al (Il1) : ©=5°, g=60°,
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trast to the situation for A1(100). These results
augment further our suspicion that the model’s fail-
ure to describe the room-temperature line shapes
for A1(100) may reside in a diffraction phenomenon
rather than a technical deficiency of the computer
program,

Summarizing, we see that the larger vibrational
amplitudes of surface relative to bulk ion cores
causes the expected® marked influence on the tem-
perature dependence of the ELEED spectra. Less
expected is our model’s prediction that these en-
hanced surface vibrations cause major changes in
the associated ELEED line shapes for A1(100) but
not for Al(111). Once the ©% are specified, how-
ever, only major (i.e., factor of 2) variations in
either the inelastic-collision damping or the elec-
tron—-ion-core phase shifts can cause substantial
(i.e., 210 - 20%) changes in the predicted 6%*(Ey).
An unfortunate aspect of this relative insensitivity
of the temperature dependence to the values of the
other model parameters is our failure, thus far, to
describe simultaneously the line shape and temper-
ature dependence of the ELEED spectra from A1(100
using a model in which the surface-geometry of this
face is taken to be that of a truncated bulk single
crystal. This result continues to be valid, more-
over, when expansions and contractions of the up-
permost layer spacing of up to 10% are incorporated
into the model calculations.

VI ABSOLUTE INTENSITIES

The advent of the first measurements® of the ab-
solute magnitudes of ELEED intensities from alu-
minum immediately revealed a puzzle: model cal-
culations which correctly described the observed
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FIG. 9. Intensity profiles for the (00) (left-hand panel), (01) (center panel), and (1TI) (right-hand panel) beams of elec-
trons scattered from Al(111). The electrons are incident at an angle of 5° along { 112) azimuth. All calculations were
performed using the overlapping-atomic-charge-density model potential calculated according to method 2 described in
the text, T=298°, and the values of Vy, V,, A, ©g = 04! and ®, = ®%”! indicated in the figure. The profiles labeled

JONA are the experimental data of Jona (Ref. 37).
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line shapes predicted absolute intensities about an
order of magnitude larger than those observed. In
addition, similar although less severe discrepan-
cies have been reported for Cu(100), 1*+*2 Cu(111), 48
and Ag(111).*® Since these discrepancies initially
motivated the analysis reported in this paper, we
conclude by describing the extent to which we have
been able to resolve them.

A central feature of the results reported in Secs.
IV and V is the failure of specifically surface phe-
nomena to alter the absolute magnitude of ELEED
intensities from the low-index faces of aluminum
for E£100 eV by more than a factor of 2-3. Ob-
viously, diffuse scattering caused by surface de-
fects or a disordered surface overlayer could, in
principle, account for small ELEED intensities.
The reproducibility of the observed intensities from
day to day and for various spot positions on the
sample® argues against this interpretation. If we
accept this argument, there remains about an order
of magnitude discrepancy between Burkstrand’s
measured intensities and the present model predic-
tions as well as those of Jepsen et al.'! and of
Laramore and Duke. ’

Since it is well known®"3® that our model of the
optical potential fails to consider specifically sur-
face loss processes (e.g., surface-plasmon emis-
sion), and that these processes cause energy losses
for electrons outside the solid, it seemed appro-
priate to investigate the consequences of extending
the absorptive optical potential normal to the sur-
face outside the boundary of the surface unit cell.
Figure 10 illustrates the results of such a study.
The extension of this potential by about one lattice
constant beyond the unit cell produces satisfactory
qualitative agreement between the calculated and
measured absolute intensities, without dramatic
modification of the line shape. As shown in Fig.
10, this result is valid for both models of the damp-
ing [i.e., Eqgs. (3) and (4)], although the uniform
absorptive potential, Eq. (4a), tends to suppress
the low-energy maxima. Recalling that in self-
consistent calculations of the surface barrier, this
barrier is predicted to extend beyond the geomet-
rical edge of the solid, ***° the corresponding ex-
tension of its absorptive component provides a
natural and plausible resolution to the intensity
puzzle. This suggestion also is in agreement with
recent microscopic analyses of the optical potential
and effective absorption depth in Auger electron
spectra.® Consequently, we regard Burkstrand’s
data as evidence of the importance of surface loss
processes on the absolute magnitude of ELEED
spectra.

VII. SYNOPSIS

In this paper we have examined the role of bound-
ary conditions and specifically surface phenomena
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FIG. 10. Intensity profiles for the (11) beam of elec-
trons normally incident on A1(100). The upper four pro-
files in each panel are calculated using the potential pre-
dicted by our overlapping-atom-charge-density model
evaluated according to method 2 described in Sec. II.
The left-hand panel contains profiles evaluated using Eqs.
(4) for the optical potential whereas the right-hand panel
contains those calculated from Eq. (3). The parameters
used in these optical potentials as well as the vibration
parameters @5 = 04!, ®p = @%>2 are indicated in the
figure. The lower intensity profiles labeled “ BURK-
STRAND” are those measured by Burkstrand (Ref. 24).
The notation d designates the depth of the upper layer of
ion cores below the position of the onset of the inelastic-
collision damping.
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in determining the line shapes, temperature depen-
dence, and absolute magnitude of ELEED intensities
from A1(100) and Al(111). We found that plausible
alterations in the surface matching boundary condi-
tions create larger changes in the ELEED spectra
than either different (reasonable) choices of the
bulk electron-ion-core potential or modifications
of this potential by changes in the atomic coordina-
tion of surface ion cores. The enhanced vibrations
of surface ion cores, however, exert a strong in-
fluence on both the temperature dependence of the
ELEED spectra (as is well known from earlier
studies®®27:4¢) and the “high-temperature” (T2 ©;)
line shapes of these spectra. Moreover, specifi-
cally surface loss processes, which are responsible
for the onset of inelastic-collision damping in front
of the geometrical surface of a solid, must be in-
corporated into the model optical potential in order
to describe the absolute magnitude of ELEED in-
tensities from Al1(100). Combining all three phe-
nomena into the model leads to a satisfactory de-
scription of ELEED from Al(111). The enhanced
surface-ion-core vibrations on A1(100) seem to lead
to an observed®® combination of temperature depen-
dence and line shapes of the ELEED spectra, both
of which cannot be described simultaneously by our
model calculations for either a truncated bulk solid
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or one with an expanded (or contracted) surface
layer spacing. A possible cause of this failure of
the model calculations lies in the limitation of our
computer program to a three-phase-shift descrip-
tion of electron-ion-core scattering. The failure
is symptomatic, however, of the complicated mul-
tiple scattering origin of the smaller maxima in the
aluminum ELEED spectra® 223 which renders
their intensities more sensitive to the model param-
eters than those of the prominent Bragg maxima.
Finally, it seems appropriate to observe that the
study of ELEED from clean aluminum reported
herein was undertaken as a preliminary to one of
chemisorbed species on fcc metals. Our main con-
cern in this context was the testing of simple mod-
els of electron-ion-core potentials and of the de-
scription of surface atomic vibrations. From this
point of view, the results reported above indicate
that in the absence of appreciable charge transfer
(e.g., metallic adsorbates on metallic substrates)
our overlapping-atomic-charge-density model suf-
fices to provide a sensible estimate of the electron—
ion-core potentials even for adsorbed overlayers:
an important conclusion because of the simplicity
of the model. The analysis of A1(100), however,
provides a less encouraging assessment of our
Debye model description of the vibrational motion
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of surface atoms. In particular, it seems that for
T>¢6, and 6p > G,, the predicted intensity profiles
can appear quite different from those calculated at
low temperature (i.e., T< &), or for O5 =0p. Al-
though this result could be a consequence of using
too few partial waves in our computer program, it
also could be caused either by the neglect of phonon
emission and reabsorption vertex diagrams in the
quantum field theory?’ or by the shortcomings of the
Debye model of the atomic vibrations. In any case,
however, it seems clear that studies of ELEED line
shapes for chemisorption systems are best under-
taken at temperatures low relative to the effective
Debye temperature of the surface scatterers as de-
termined from the temperature dependence of these
line shapes.
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